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NAM Patterns Identification with Artificial Neuronal Networks
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Abstract: Sub vocal speech patterns are a unique investigation line, it has strengthened in the las few years.
Aiming to identify sub vocal patterns with NAM sensors, this investigation proposes to identify sub vocal
samples with Artificial Intelligence (AT) like neuronal networlks techniques. Between the results of the research,
it can be noticed the capacity to identify phrases and Spanish words.
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INTRODUCTION

The sub vocal speech evidences its importance by
the technological advances through times like electronic
communications high growth and development. In the
verbal communication scope, the electronical equipment
is essential and daily used. Man-man communication and
man-machine are common in general. Keeping in mind
that speech interaction systems are speaker phone and
there is a technological gap in silent speech. And this
aims to make allow understandable man-machine
communications.

Non audible bicker (Nakajima ef al., 2003) is one way
of silent speech that could allow to identify incomplete
speech characteristics that could be useful for its
subsequent synthetic generation or for an input device
replacing or complementing its functions as they do in
machines keyboards.

The pattern identification is managed by a series
of samples, taken in the fourier transform spectrum
(Proakis and Dimitris, 2007). This samples are normalized
and transformed in temporal patterns, thanks to a group
of successive samples.

The patterns are treated as an image that represents
a phrase or a word spectrum (Gonzalez, 2008). As the
pattern can be interpreted as an image, it also can be
treated and manipulated as one. Tmage digital treatment
allows to make normalizations over the pattern, like its
length, contrast contour detection, etc., (Proakis and
Dimitris, 2007; Gonzalez, 2008).

With the information discreet in similar characteristic
patterns, the next step is to identify its information.
Aiming to do this, this research proposes a radial basis
neuronal networl, identifying 5 groups, this type of
network was selected because of its fast training and easy
programming. It’s necessary to stand out that this
neuronal networks strategy has been used before for
similar investigations (Leonard and Kramer, 1991 ; Kim and
Park, 2004; Chen, 1994).

MATERIALS AND METHODS

Characteristics of patterns: The patterns are acquired by
means of a NAM microphone, developed under
implemented characteristics of some other investigations
(Nakajima et al., 2003; Tran et al., 2010, Heracleous et al.,
2010). The NAM microphone acquired acoustic data 1s
amplified and transformed n frequency domain, to create
FFT samples. This process is accomplished by a basic
DSP dsPIC30F4013 in which the Fourier transform is done
(Heracleous et al., 2010) and then 1s transmitted by WiF1
comnection to a computer where the strong sample
processing is done. The acquired patterns are treated as
images that correspond to a word or phrase spectrogram,
each of this images can be manipulated by creating
normalizations between the parameters in terms of
contrast and time. The spectrogram samples are formed by
FFT samples taken at a 15, 625 Hz frequency, over 128
samples in the time domain. Each FFT samples, generates
64 samples that corresponds to the contained bands and
frequencies in a 0-1 kHz spectrum, due to the sample
frequency over the NAM signal is 2 kHz.

A pattemn over the spectrogram 1s shown m Fig. 1.
The patterns are normalized in champs of 64 by 64 pixels,
generating 4096 dimension patterns. The less strong data
that correspond to the most sharped harmonics 1s
replaced by a new characteristic of the data of the
pattern in Fig. 1, it can be seen as a shell pattern and
mathematically corresponds to the weighted average of
the values of all the bands in each sample FFT. The same
parameter is noticed in Fig. 2, as a sloped band that
represents its own average.

This development can also normalize the harmonic
frequencies in function of the first harmonic, this
condition enables to make transparent the speaker
phone’s levels of fundamental frequencies that can vary
due to the emotional state.
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Fig. 1: Spectrogram
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Fig. 2: Normalized pattern

The effect of normalization regarding the fundamental
frequency 1s noticed in Fig. 3a, b represents the
non-normalized spectrum and the normalized spectrum.
With appropriately  characterized  patterns
identification process can be applied.
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Pattern identification: To identify patterns this
investigation implements, artificial intelligent techniques
based in artificial neuronal networks (Leonard and Kramer,
1991; Kim and Park, 2004; Chen, 1994). In general terms
there are many useful techniques for this purpose, like
unidirectional, radial, self-organized, fed back networks,
etc.

In first instance this research implements radial basis
neuronal networks, easing the training process due to its
fast iteration capability (Yousefian et al., 2008; Sankar and
Sethi, 1997, Diaz-de-Maria and Figueiras-Vidal, 1995;
Tao et al., 2010).
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Fig. 3: a, b) Harmonic comparative
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Fig. 4: Neuronal architecture

An artificial neuronal network 1s a comnection
arrangement with synaptic weights that allows the
simplified simulation of biological neurons behavior
{Georg, 2005).

The radial basis network is characterized by the
implementation of a sensitive layer in first place in second
place a radial basis layer in which each neuron is a
Gaussian 1dentifier, specialized in vector space portions
which may belong to a particular pattern (Siumnon, 2009).
This proves that for each existent neuron present in the
layer, a Gaussian centroid would exists and it may
represent a group of patterns.

This Gaussian layer 15 followed by one or many
layers with stagger activation or sigmoid. This last layer
allows to depurate the Gaussian classification (Georg,
2005; Simon, 2009).

For this particular case the third and fourth
unidirectional with sigmoid activation layers were
implemented, they had as much outputs as patterns to
identify.

Figure 4 shows the implemented architecture of the
accomplished tests. The implementations of 5 radial basis
networks has as purpose, make each of the Gaussian
neurons an specialist in one training patterns, this means
that for the process of traiming it is required to have at
least 5 different pattems, Fig. 4 shows a synthesized
architecture, as the number of dimensions of each pattern
is 4096 and that’s the input number for each neuron
whereas that the next neuronal layer only has 5 mputs per
eUrorL.
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Whenever the number of training patterns is even to
the Gaussian neurons, the arrangement values in each
centroid change into the same, simplifying the traiming of
this layer, however, this way of traming 1s useful just a
couple of times and the networks is usually trained with
so, much more patterns, so, the network could generalize
the mput patterns in a better way.

When the number of patterns exceed the number of
Gaussian neurcns, a neuronal grouping algorithm is
required to find the center of the pattern assembly, to
show this situation, Fig. 5 shows the classification result
of 14 elements or 2-dimensional pattems grouped mto 3
clagses. The red points represents the elements and the
green pounts represents the group’s centers.

The location process of the centers is achieved by
means of a fuzzy clustering, it 1s the same basic neuronal
training technique used for the programmed radial basis
neuronal network (Georg, 2005). The last parameter
required to train the Gaussian neurons is the definition of
its range, this 1s the distance between its center and its
nearest neighbor center. The set of centroid and radius
creates the action of each Gaussian neurcn, creating a
Gaussian bell that wrap the groups.

The second stage of training of the artificial neuronal
network 1s done by a supervised method known as Back
Propagation (Simon, 2009), this one consist in
propagating the error variations in an iterative way over
time but backwards, this way it creates error values in the
hidden layers and with this proportions a Hebbian
training procedure can be made in each of them. After

providing 10 patterns to the networl, it is ready to identify
the provided patterns.

Fig. 5: Fuzzy clustering

Fig. 6: Voluntary test
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Fig. 7: Software view

Tests: The tests of this mvestigations are consider with
the following pattern characteristics:

»  Harmonic frequencies normalizations
»  (radient calculation for each pattern
¢ Hybrid training with 10 patterns

+  Tests with vowels and sentences

The test evaluates 5 adults at the same conditions.
Each guy uses a NAM microphone, located in the
sternocleidomastoid, behind the pinna. It 13 kept in
position with elastic band, this is shown in Fig. 6. The
partakers should make the aleatory prommciation of 5
vowels and 5 phrases or words. The used phrases were:

*  Ahead
*  Stop
»  Behind

s Sub-vocal speaks
»  Military University

To standardize the test, the partaker has to read the
phrase or the vowel from a computer screen. The
participants also see randomly the words or phrases that
must be murmured, doing 1t with the mouth shut, only
allowing poor pronunciation and pressure generated out
only through the nostrils.

Figure 7 shows the screen that shows the participants
the word or phrase that should be pronounced. This view
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Fig. 8 Management software view

is accomplished thanks to an application made in C#
language, it has connectivity by a COM seral port. The
text and time view is commanded trough this port. Other
computer send the commeands 1t also runs the acquisition
algorithm for the pattern identification.

The patterns are captured by the mentioned neural
network in a C# language application where the whole
process 1s managed. The investigator in charge can
choose the normalization patterns, the paftterns set of
words or phrases, he can also decide how many patterns
may train the neuronal network and save the results ina
file format*. csv, this file can be opened in Excel to export
the data and create a stadistic analysis of the resultant
data.

A general view of the management application is
shown in Fig. 8. At the end of the test 11 samples of each
vowels were collected making a total of 55 test over the
vowels. With the 5 mentioned words and phrases, 16
samples were collected for a total of 80 samples over the
phrases. At the end 135 samples were analyzed without
counting the training samples and for each partaker the
test was about 20 between vowels and phrases in brief
235 samples were required, to finish the test proposed for
the mvestigation.

After applying the neuronal network and use a new
test pattem, the system register the percentage of
similarity against the training patterns, Fig. ¢ shows this
mformation m a bar graphic. After determining the
obtained data and knowing percentages in each of the
presented patterns, a percentage value for the error 1s
created as show in the Table 1.
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Fig. 9: Error in vowel identification

Table 1: Example of error calculation
Ahead Behind Stop M.UN.G S5.V.8 Error
80-100 10-0 2-0 0-0 1-0 33

The error is expressed as the summary of the absolute
error value of each pattern. In Table 1, the presented
pattern was Ahead and the neuronal network 1dentified 1t
as ahead in 80% as behind in 10% as stop in 2% and in
1% as sub-vocal speak. The absolute error value is the
33%, however 1s clear that the neural network classifies
the mput as ahead, this example shows an error
relatively big but it can be classified as a successful
identification.

RESULTS AND DISCUSSION

After testing the entire population, the following
results were determined over the corresponding vocal
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Fig. 11: Comparative error

patterns. This is shown in Fig. 9. The error result is
obtamed the same way and it can be observed in
Fig. 10.

Figure 11 illustrates m a general and comparative
way, the result between vowels and phrases. Figure 11
can be noticed that the associated pattern to the vowels
has accumulative errors above 100% meanwhile the
accumulative phrases error 1s close to 40% values.

From the results of the experimentation process it can
be said that this system can identify complex phonetic
forms as phrases or words but there’s no success with
vowels or sunple phonemes. That condition has been
shown, at the graphic 3.

This situation 1s analyzed by the authors of this work
as a trouble, due to the similitude of the vowels, this
observation can be seen in Fig. 12 which illustrates the 5
vowels spectrogram and where is hard to find notable
differences.

Figure 10 shows the similarity between the vowels
pattemns A, E, O, U, 1solating slightly I pattern due to its
higher error rate comparing to graphics 1 and 3. The
others vowels are hard to differentiate.

On the other hand Fig. 13 illustrates the spectrum of
the phrases and words test patterns where the differences
are clear enough to make a classification.
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Fig. 13: Words and phrases spectrum

The comparison of the results between the results of
words and vowels evidences the possibility to use sub
vocal speech as a way of man-machine mteraction,
putting away such sunple interpretations as vowels or
consonarnts.

CONCLUSION

Another important factor is the sample frequency of
the audio acquisition system and also the FFT frequency,
due to the speed limitations of the device DSP is not
possible a higher quality acquisition, however, the usage
of devices with higher capacity should be considered to
improve and evolve this type of applications.

IMPLEMENTATIONS

The implementation of this type of systems can be
applied to control the performance of electronic devices
and also the words used in this investigation “Ahead,
stop, behind” can be used as simple instructions to
control mobile robots.
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