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Abstract: Topology control is a powerful solution to reduce power consumption and the number of collisions
by minimizing the transmission range of each node by maintaining a certamn level of network connectivity. The
term "topology control" is consumed mostly by the wireless ad hoc and sensor networks research community.
K-Edge Connected Topology Control algorithm have been proposed to construct robost topologies for mobile
networks. The original K-Edge Connected algonthm umformly using the same value of k for Localized Topology
Control algorithms mn any local graph 1s not effective because nodes move at different speeds. Moreover, the
existing algorithm need to determine the value of k a priori but moving speed of the nodes are unpredictable
and therefore it is not practical in Mobile Ad hoc Networks (MANETs). A dynamic method is proposed in this
study to assistant the K-Edge Connected algorithm. The proposed method automatically determines the value
of k for each local graph based on local mformation while promising the network connectivity. The result
provides that dynamic method 1s more scalable and efficient than the existing K-Edge Connected Topology

Control algorithms while preserving the network connectivity.
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INTRODUCTION

A Mobile Ad hoc Networle (MANET) is a group of
mobile wireless nodes working together to form a network.
Such networks can exist without a fixed mfrastructure and
can work in an autonomous manner. Every mobile device
has a maximum transmission power which determines the
maximum transmission range of the device. As nodes are
mobile, the link comection between two devices can
break depending on the spatial orentation of the nodes.
MANETs have numerous applications such as semnsor
networks, disaster relief, military operations, business and
home applications. Some of the network constraints in
MANETs are limited bandwidth, low battery power of
nodes, frequent link unreliability due to mobility. The
topology of a multi-hop wireless network 15 a “set of
communication links between node pairs used explicitly or
implicitly by routing mechanisms” (Ramanathan and
Rosales-Hain, 2000). A topology can depend on
uncontrollable factors such as node mobility, weather,
mterference, noise as well as controllable factors
such as transmission power, directional antennas
(Chien-Chung et «l, 2004) and multi-channel
communications (Ramanathan and Rosales-Hain, 2000).
Inappropriate topology can reduce the impact of network
capacity by limiting spatial reuse of the communication
channel and decrease networl robustness. For example,
if the topology 1s too sparse then the network can get

partitioned. However, topology control can provide better
control over network resources such as battery power and
reduce redundancy in network communications.

The primary latency of mobile networks 1s attributed
to unpredictable topology changed due to mobility. The
Topology Control algorithms that can gurantee 1-edge
connectivity such as Relative Neighborhood Graph (RNG)
(Li et al., 2005), Local Shortest Path Tree (L.SPT)
(Toussaint, 1980), no longer applicable in MANETSs
because the network might be disconnected even single
link is broken. Accordingly, more reliable Topology
Control algorithms such as Fault-tolerent Local Spamming
Subgraph (FL.SS) (Li and Hou, 2006) and Local Tree-based
Reliable Topology (LTRT) (Miyao et al, 2009) are
considered for MANETs. They can preserve K-edge
comnectivity, 1.e., removal of any (k-1) edges does not
partition the graph. The drawback of these algorithms 1s
that the value of k, referred to as the level of redundancy
is uniformly set for all local graphs regardless of the
different moving speeds of nodes. Thus, in order to
guarantee network connectivity, they need to use a high
value of k to mitigate the case where some nodes move
too fast. This might lead to a redundant topology because
some areas in the network may have slow moving nodes
and do not need a high value of k.

This study proposes, a dynamic method for K-Edge
Connected algorithms that determines the value of k
for each local graph based on local movements while
mamtaimng the required connectivity. Each node
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periodically broadcasts a “hello” message within its
maximum transmission range which contains information
about its position and current moving speed. The “hello”
message sending interval is referred to as the topology
update interval. Afterward, each node collects information
about positions and speeds of its neighboring nodes and
builds its own local graph. The node uses a K-Edge
Connected algorithm with k-value decided based on the
moving speeds of itself and its neighbors. After applying
a Topology Control algorithm, each node finds its logical
neighbors and calculates a new transmission range to
cover them. It should be noted that the main focus is in
topology control, i.e., how to determine the transmission
range of each node mn order to maintain network
connectivity. In order to find an appropriate value of k
corresponding to nodes’ moving speeds, researchers
intfroduce an analysis about the relationship between
network connectivity and the value by Li et al. (2005)
calculated the probability that a node moves out of
another node’s transmission range. Researchers adopt
this result to measwre the connectivity of topology
constructed by using K-edge Connected algorithms and
calculate the probability that the network is disconnected.

LITERATURE REVIEW

Topology control aims to mimmize energy
consumption in the entire network by appropriately
adjusting transmission range at each node which
mitigates the collision problem. In the Localized Topology
Control  algorithms, nodes which can directly
communicate with each other exchange useful information
about local networks, e.g., node identification and
location. Then, each node calculates and determines the
local topology, representing the connectivity of the
corresponding node. Finally, the transmission range of
the node 18 determined by following the distance to its
farthest connecting node.

LMST 1s a Mimmum Spanning Tree (MST) based
Localized Topology Control algorthm proposed by
Li et al (2005). The common idea of MST-based
algorithms 13 to find the mmimum spamming tree of a graph
that connects all vertices and has the mimimum total link
weight. In LMST, each node uses mformation from its
1-hop neighbors to construct a local minimum spanning
tree. Thus, LMST can preserve the connectivity with a
rather small average node degree. The node degree of a
node 1s the mumber of edges that connect to it. By using
Prim’s algonthm, the time complexity of LMST 1s
computed to be O(n2) when using simple searching and
O(m+n log n) when using Fibonacc: heap. Here, m 1s the
number of edges and n denotes the number of vertices.
LMST also has the lowest complexity among the five
algorithms that are evaluated in this research as shown in
Table 1.
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Table 1: Computation time of the considered algorithims

Algorithm Complexity
LMST O(m+n logn)
RNG O(n logn)
LSPT O(m+n logn)
FL.8S O(mim+n))
LTRT Otk(m+n log n))

Toussaint (1980) proposed Relative Neighborhood
Graph (RNG) that attempts to remove redundant edges
while maintaining the connectivity. An edge (u, v) is
redundant if there is a node w satisfying d(w, w)<d(u, v)
and d(w, v)<d(u, v) where d(u, v} is the distance between
u and v. The constructed topology is the remained graph
after removing all redundant edges. RNG 1s also carried
out inthe local graph of each node to become a Localized
Topology Control algorithm. Cartigny ef al. (2003) prove
that with the same graph, the topology generated by
LTRT i1s a sub-graph of RNG’s topology.

Therefore, the average node degree and total
transmission power of RNG are higher than those of
LMST. RNG can be implemented with a computational
cost of O(n2). By using the simple 1dea that an edge will
be removed if there 13 a 2-hop path between the two
nodes consuming a lower transmission power than the
directed way, Rodoplu and Meng (1999) proposed
another Topology Control algorithm. Li and Halpemn
(2001) then extended the algorithm by using k-hop paths
instead of 2-hop paths. Accordingly, the algorithm can be
explained as carrying out Dijkstra’s algorithm (Dijkstra,
1959) for a graph with the weight function E = do where E
and d are the weight and length of the edge, respectively.
Localized version of this algorithm is called Local Shortest
Path Tree (I.SPT) and can run in O(m+n log n) time when
using Fibonacci heap. Although, TMST, RNG and LSPT
can preserve a connected topology, the network is still
l-edge connected Consequently, the connection can
easily be dropped when one link is broken. In order to
come up with a fault-tolerant solution, L1 and Hou (2006)
proposed Fault-tolerant Local Spanning Subgraph (FLSS)
algorithm that guarantees K-edge connectivity if the
original network is K-edge connected. Tn terms of
maximum transmission power, FLSS 1s proven to bea
min-max Optimal algorithm. However, the complexity of
FLSS is O(m(m+n)) which is not applicable for dense
networks. Recently, Miyao et al. (2009) proposed
Local Tree-based Reliable Topology (LTRT), a reliable
Topology Control algorithm that can preserve K-edge
connectivity. While FL.SS is a Minmax Optimal algorithm,
LTRT is a near-optimal one but it has much lower
complexity, O(k(m+n log n)). The mitial proposal of
Tree-based Reliable Topology (TRT) was made by
Ansari et al. (2004) and LTRT can be considered as a
localized version of TRT.
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EFFECTS OF MOBILITY ON
TOPOLOGY CONTROL

Mobility effects: In general, topology control attempts to
decide the appropriate transmission power for each node
that adequately assure the connectivity of the node. In
static networks, researchers can protect the networle as
there was no effect on mobility of nodes. However, in
MANETSs network topologies varies and fluctuates owing
to mobility and thus researchers may not be able to
preserve the network connectivity. Therefore, one of the
contributions 18 providing a performance evaluation of
Topology Control algorithims in MANETs. Although, the
influence of mobility on topology control in MANETS is
obvious, an adequate evaluation of this influence is
essential. A node pair (u, v) 18 considered connected if
and only if there exists a path from u to v and vice versa.
Denote C as the connectivity ratio of a given network
topology, G(N, E) where N is the set of nodes and E is the
set of links; C can be computed as follows:
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By using this metric, the network commectivity can be
evaluated without data transmission.

Evaluation of mobility effects: The two methods are
available for the improvement of connectivity of resulting
topologies when researchers use Topology Connected
algorithms. The first strategy that can be applied to
maintain the network connectivity is to frequently update
the topology. This method obvicusly improves the
network comnectivity because every mnode has the
updated information of its neighbours and 1s able to
decide the needed transmission power. However, frequent
updating also leads to the huge cost of constructing
topology. Another method is using K-Edge Connected
algorithms with an appropriate value of k in order to
achieve redundant edges that helps the topology to
become more fault-tolerant. The pnimary challenge for this
method is to tolerate the trade-off between topology
control and the reliability of the network.

ENHANCED METHOD FOR K-EDGE
CONNCETED ALGORITHMS

In the previous study, researchers discussed about
the mnfluence of mobility on Topology Control algorithms
in MANETs. These algorithms are very sensitive to
mobility, the K-Edge Connected algorithins are still exhibit
scalability compared to other algorithms in MANETs. In
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this study, researchers propose a method to help the
K-Edge Connected algorithms to be more applicable in
mobile networks. First, researchers provide analyses
about network connectivity and relationship with the
value of k. By using these analyses, researchers can set
up a network model with the desirable connectivity level.

Rationale: A graph is said to be K-edge connected if the
removal of any (k-1) edges does not partition the graph.
Another illustration of K-edge graphs is depicted in
Fig. 1. Here, the graph G(N, E) can be seen as a
combmation of two sub-graphs including two sets of
nodes {N1} and {N2}, respectively where {N1} <{N2} =
{N}. The two sub-graphs are connected together by the
set of edges {el, e2, ..., ek}, referred to as a cutting edge
of G(N, E). A graph 1s K-edge comnected if any cutting
edge of the graph has at least K-edges. A cutting edge of
a graph is a set of edges that will partition the graph if all
edges m the set are removed.

The original K-Edge Connected algorithms are done
using the same value of k for every local graph in the
network. The nodes generally move with different speeds
i MANETs. In low moving speed areas, it is not
necessary to use the high value of k which leads to
redundancy. In case of, high speed moving areas, if it
uses small value of k leads to robust network. Therefore,
using same value of k 1s not effectve. Generally,
researchers cammot able to predict the moving speeds of
all network nodes correctly in MANETSs. Researchers use
an assumption that the network will be disconnected if
and only if there exists a node such that all the links
connected to its neighbours are broken. This proposal
can be an extension any K-Edge Connected algorithms.

Estimation of network connectivity: It provides an
analysis about the network connectivity to evaluate the
lower bound of the networlk connectivity when the
network is disconnected. Researchers then derive an
expression of the relationsluip between network
comectivity and probability that the network 1s
partitioned. The smallest value is considered as the lower
bound of network connectivity ratio and it is calculated
as:
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Fig. 1. A cutting edge of G(N, E)
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By using probability, researchers can calculate
average lower bound of the network connectivity:
n-1
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Jiven pPyuq as the probability that a network is
discommected due to mobility, the average lower bound of
the network connectivity 1s calculated as follows:

Clomerpowns = (1P global )71 0P o ¥ C s epower 4)

By using this result, researchers can determine the
network connectivity for the whole networl.

Correlation between network connectivity and node
speed: Researchers start the relationship between
disconnection of a link and node moving speed. After that
researchers can calculate probability of a link broken
between the neighbours and then evaluate the probability
of disconnection of a local graph and the whole network.

Moving speed veruses link disconnection: Researchers
use the probability that a node moves out of the
transmission range of another node, p as an indication of
link disconnection. The value of p has been studied by
Li et al (2005) as the probability that node v moves out of
the disk D(u, R) (Fig. 2). Here, the disk D(v, r) 1s the area
that node v can move durmng the topology update
mterval, At. If vmax 1s the maximum speed of nodes, then
r = 2vmax*At. The nodes are supposed to move randomly
in an area 3;. The probability is calculated for three
different cases: if O<r<R:

R
p= | 25 ax ©)
ar Sl
I R<r<2R:
R
o= ’n(r+2R)(r_R)3+ J- 2sz1 dx (6)
Sﬂr r—-R 0
i r==2R:
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Fig. 2: Calculation of the probability that node v moves
out of disk D(1i, R)
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Herein, researchers consider only the nodes that
moves out of one transmission range of another node.

Detachment of local and global graphs: In order to
establish the relation between the p,, and p
researchers have to obtain the global view of the networlk.
But, this is not possible in MANETs network, since each
node only know its local information. Researchers can
derive using an assumption that the netwok will be
discommected if and only if there exists a nodewhich loses
all of its links connection to its neighbours. Its
relationship is calculated as:

Potoba = 1-(1-pgeq)” (8)

After calculating pglobal by using Eq. 4, researchers
can use the result shown in Eq. 8 to compute plocal. Then,
researchers can estimate the value of k for each local
graph by finding the smallest value of k satisfying;

pe < Piocal 9)
Proposed method of K-Edge Connected algorithms: The
K-Edge Connected Method consists of two main phases:
maiden phase and dynamic topology control which
produces the appropriate value of k for each local graph.
In the maiden phase which attempts to find the value of
P and dynamic topology control which assigns the
appropriate value of k for each local graph. The maiden
phase can be initiated only one time with the value of
Palobd> Proca 80d network cormectivity.



Res. J. Applied Sci., 9 (7): 407-411, 2014

In the dynamic topology control phase, each node
performs the procedure shown in Procedure 1. Each node
keeps its own moving history and periodically broadcasts
a “hello” message within 1ts maximum transmission range
containing its bnode ID, position and moving speed.
Also, each node stores such information whenever it
receives “hello” messages sent from its neighbors. This
mformation 13 used for building the local graph m each
node. The maximum moving speed among the speeds of
its neighbors is utilized for the computation of the value
of p in the local graph. After calculating p, the smallest
number satisfying the condition represented by Eq. 9 1s
determined as the optimal value of k. Finally, the node’s
transmission range is adjusted by running a K-Edge
Connected algorithm with the optimal value of k and 1s
maintained until the next topology update.

Procedure 1 (Dynamic topolgy control in each node):
: Loop

Calculate the current moving speed

Broadcast a “hello” message

Build the local graph similar to Fig. 4

Calculate p based on the local graph by using one of Eq. 5-7
Determine the optimal value of k by using Eq. 9 with the calculated
value of p

Raun a K-edge conmected algorithm with the optimal valie of k

Keep the determined transmission range during the period of topology
update

End loop

o L R N

CONCLUSION

In this study, researchers consider the influence
mobility over the MANETs. The proposed method, focus
on providing appropriate transmission power for each
node with respect to the moving speed of the node.
Therefore, it is scalable and effective compare to the
Existing Localized Topology algorithms. As future
research, this dynamic method can be applied to any
K-Edge Connected algorithms such as LTRT and FL.SS
and the performance evaluation can be calculated
between their original and this Dynamic Method algorithm
using Network Simulator (NS-2).
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