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Modelling N-Team Interacting Decision Makers with
Bounded Rationality Constraints
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Abstract: This presentation extends the research of Levis and Botcher on military decision analysis which
lacked the ability to address hierarchical command structures. The research, though a theoretically analytic
approach, employed games theory, combinatorics, induction and analytical geometry for derivations. The
results show that the performance of the Nth Decision Malker (DMN) was greatly hindered due to the effects
of the colossal amount of bounded rationality constraints (N™) of command inputs. Hierarchical command
organization diminishes in efficiency and thereby increases the work load of the DMN. Hence, Decision Centers
(DC) are recommended for adaptation m order to remedy the anomaly arising from the effects of the imposed

constraints. The threshold of the DM N was also derived.
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INTRODUCTION

Decision making, analysis and theiwr applications to
obtain optimal results, treated by Cooper and Klein (1980),
Cooper ef al. (1986), Cooper (1979), Hitchins (1989), Holt
(1988) and Johnson (1981) are among the best researches
that have considered extensively the various structures
that support the process.

In another consideration of contribution, Dockery
(1984), Earl and Johnson (1981), Edward and Lees (973)
and Holt et al (1992) provided some fundamental
concepts and models in support of C'T frame work.
However, the best known work relating to a
comprehensive consideration of complete decision-
making process in the presence of a team of interacting
Decision-Maker (DM) is that of Levis and Boettcher
(1982). In that research, they comnsidered a situation
inveolving two teams of decision makers. The objective
here 1s to extend their research to N-teams of decision
malkers at non-hierarchical and then at hierarchical levels
of configuration. Some areas where these models have
been applied are in the research of Tyang and Oladejo
(1995), Oladejo (1995, 2006), Oladejo et al. (2006) and
Oladejo and Ovuworie (2007).

The aim of this research 13 to develop a generalized
model of C'T for N-team interacting decision makers with
bounded rationality constraints.

MATERIALS AND METHODS

The development of the generalized model of
interacting decision makers with bounded rationality

constraints and the resultant threshold was achieved
through the application of games theory, combinatorics,
induction and analytic geometry, respectively.

RESULTS AND DISCUSSION

Summary of the research of Levis and Boettcher: The
cases of “Single Interacting Decision Maker with other
members of his organization” and “A Team of two
Decision Makers” have been treated by Levis and
Boettcher (1982). They showed that the effectiveness of
decision-makers dimimshes with load due to bounded
rationality constraints. They also showed that the
bounded rationality constraint is proportional to the
tempo of operation and that internal decision strategy 1s
a complex combination of pure strategies for each
decision-maker.

First, in some detail, a summary of their research is
presented. The ultimate objective here is to generalize
these results. Tn particular, efforts were made to model N
(a positive integer) teams of interacting decision makers
with bounded rationality.

Adopted from Levis and Boettcher (1982), Fig. 1 1s
the configuration of two interacting decision makers with
bounded rationality constraints developed by Levis and
Boettcher. By extension of Levis and Boettcher Model,
consideration is given to N/2 pair of DMS, who have
equal status (Oladejo, 1995). They are organized in parallel
(equivalent to Divisional officers in the Navy). The results
of analysis obtained were not different from those given
by Levis and Boettcher.
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Fig. 1. A two decision maker N-team on none-hierarchical
decision maker
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Fig. 2: Non-hierarchical command with semi-autonomous
DM Analogous to CO and divisional officers’
duties

Figure 2 shows the configuration of N interacting
decision makers with bounded rationality constraints
depicting non-hierarchical (parallel) structure. This 1s the
researcher’s configuration. This 13 an extension and
modification of Fig. 1 by this research.

Figure 3 shows mixed strategies of two interacting
decision makers with bounded rationality constraints.
This was adopted from Levis and Boettcher (1982).

Figure 4 shows the throughput G and threshold T of
two interacting decision makers with bounded rationality
constraints.

Let 7’ be the situational assessment of 2 interacting
Decision Makers (DM) transmitted between 1 and j
where 1,j =1, ..., t. Researchers proceed by induction. For
t=2,3,.., N

DM #1 (DM1):
Gi=TixL7Z%: 27D (1)
Gi=Hx,z")-G, (2)
G! = Hiu' y+Hz (v') 3
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Fig. 3: The locus of binary variation of pure strategies for
a team of two decision makers with two pure
strategies each
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Fig. 4: Region of admissible (J, G%) pairs
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h
DM #2 (DM): Copy DM#N and replace digit N with 2.
Now for t = N, by way of extension.

DM #N (DMN):
Gi=Tx" " v:z"y) (5)

Gl =Hix", 2" v)-gl &

Gx =Hp")+ Hz 0" (M
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By the partition law of information, the total
processing activities for each DM is given by
G' = GHG,HG 4G which depends on maximum rate of
processing information F as they arrive and the tempo of
activities T (i.e., symbol of mean inter-arrival time).

Tt was established that internal decision strategy is a
convex combination of pure strategies for each DM. Their
behavioral strategies are generated by independent
decision strategies. The total processing activities is in
turn generated by the combmed behavioral strategies.
The DM processes his inputs at a rate that is at least
equal to the rate with which they arrive (rate of processing
cannot exceed the rate with which they arrive). The
implication of this is that the configuration of, the
universal norm of non-infallibility of human decision
makers predicates rationality boundedness which in turn,
was being modeled as a constraint on their processing
capabilities when various modes of interactions between
and among the teams of communicating decision makers
were considered. Furthermore, the performance/efficiency
of DMs decision makers cannot exceed a specified level
due to these constraints, giving rise to the constraint:

G'=G+G{+GI+CG =Pt or G'=GA ) =F 1 (9)

where, A, 15 the behavioural strategy and also a function
of decision randomized strategies:

p(v'|Z,p(v¥ | 2)

The total processing activities of DM can be
expressed as a convex function of A, thus:

G'{a,) = 2y, G'(A,)p.p 10

where, p,, p; are probabilittes associated with the
respective mixed strategies. Given that Y is actual
response while Y' is the desired response, let the function
d(Y,Y") be a cost on the pair for any observable deviation.
Also, let the performance index of the DM be T where:

JA Y =E(Y, Y= p(Y=Y" (11)

The probability of making the wrong decision in
response to the input information. So, it is desired to
minimize this probability. Since, A, have associated
probability and T is a distribution function for every A,
there 1s an associated value I, of performance index which
implies the mapping Ay~ is invertible or one to one and
onto. The organizational performance can be represented
thus:

JA) =X Jupipi (12)

Then, Eq. 1 and 2 are stochastically parametric.
This stochastical parametricity brings these geometric
entities G{App, and T pp inte one envelope.
Hence, ¥, G(Agpp, and Y, T.pp, and would yield
similar results. Since, the objective 1s to mimmize T or find
its lower bound, it would be pertinent to consider the
locus of all admissible (T, G', G") triples which is obtained
by constructing first, all bmary variations between pure
strategies; each of which produce a line in the three
dimensional space (I, G', G™ from (D,', D,") and (D", D",)
for DMI, DMN, respectively. Since, there are two sets
of decision makers (DM]1, DMN) each of the two pure
strategies (one with v', the other free of v') there are
altogether four pure strategies (2* = 4) with associated
binary variations and (D,', D}"), (D,, D", ( D,', D,") and
(D,Y, D,. The triples (lines) associated with these binary
pure strategies are (0, G', G™), (I, G', 0y and (J, 0, G") in the
same space.

From the example when t = 2, same result would be
obtained as when t = N, simce this 1s a non-hierarchical
command with semi-autonomous DM like divisional
officers (1.e., DM2, DM3, ..., DMN have identical status).
It was observed that the total processing activity and the
workload of DM1 were not affected by the DMN's
strategies whereas both the total processing activity and
the workload of DMN were affected by the command or
direct control input. This is so because the situation
assessment 7" passed from DMN to DMI1 was for
information purposes (SITREP) which may or may not be
acted upon but the command input v' from DM1 to DMN
must be acted upon.

A similar surface was generated as 1n the case when
t = 2 by considering all combinations of mixed strategy
pairs of behavioral strategies and it was found that
minimizing value of performance index which is obtained
from a pure organizational strategy is the same as
minimizing the workload by its (wrt) own strategies.
Hence, minimum error strategy is a pure strategy without
bounded rationality constraint. With this chain of events:
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(X) input — behavioral — decision — organi zational

strategy strategy strategy

(stimulus effect responses overall respornse)
— performanceindex(Y) — workload

outcomes (efficiency or error judgment)

The mput could be predetermined for the realization
of specified target which is the essence of command,
control, communication and intelligence (CT). NB: for two
factors at 2 levels {(1, 2), (A, B)} all possible binary
combinations are Al, A2, Bl, B2 and if (1, 2) = (D,’D.),
(A, B) = (D', D," then all possible binary combinations
are (D', D)), (D), D;Y), (D;', D*) and (D;', D).

The bounded rationality constraints were obtained in
three dimensional space R*J, G', G"™) in the forms of
planes of constants G'. The constraint to DMI is a plane
parallel to the G" axis and intersecting the G' axis at
G'=TF", v with G'<G* t = r a specified value.

G the total processing activities inequality implies
that the DM rate of processing information cannot exceed
the rate at which they arrive as inputs. The constraint of
DMN is a plane that intersects G" axis at:

GY =g« (13)

For fixed values of F', the bounded rationality
constraint 1s proportional to the tempo of operation, 1.e.,
G'et. But as the tempo increases the G' becomes smaller
and fewer of the potential strategies are feasible, i.e.,
G'ect™" or as T-oo, 3,;+0 which implies activities slow down
and there is hardly any variational observation in
strategies. The solution of the satisfying problem or
optimal solution to the stimulus is a subset of the solution
of the feasible solution in the feasible space defined by:

DM1:

LX) d(Y, Y")

Fig. 5: Supreme commander (NB Y'=v "
JA)=%, I,p,p, =T (14

where, J the threshold, is a constraint. Equation 13 1s a
plane (J, G', G™) parallel to the (G', G™) plane and intersects
the j-axis at T. The satisfying strategies are all points in
the locus below the plane T that also satisfy the bounded
rationality constraints.

C’L hierarchical command (supreme commander)
depicting chain of command with subordinates in
a 3-team: See Fig. 1 and 2 and then consider the extension
of Levis and Botcher Model, Fig. 5 1s an extension and
modification of Fig. 1 by this research.

This is the configuration of three interacting
hierarchical decision malkers with bounded rationality
constraints.

The solutions space hence forth would be derived
through theoretical game (because pdfs were used as
strategies) approach and analytical geometry (because
R™' dimensional space was employved where the N
represents the number of DMs while the 1 1s for their joint
performance I).

G=T(x, 7 25,)= Tx',z%, 2% 2", 2", v)

G, = Hx', 2%, 273G} ; G! = Hu' )+H.(v")

(15)

wt Go= X {p g (p(x ) tou Hp 3 HH(z 27, 27 )+ {plz )p(z ). piz "}
v+ Llpg (p(z W) +oyHp )+ Hv O H(Z W H(Z )+ Tz (x: 27, 27)

(g ™ is omitted because no command input v' to DM1).

DM 2:
2 2 21 23 12 23 "
G, =T ,z",zZv"z°,2",v)

Gi =Hx’, 2", 27 V)Gl
Gl =Hu )+Hz " (v?)

n

(16)

w GI=Y [pg (pe o HIp ) FHIZ, 2%, 2% g Al (p(2h), p(2™), p(z)
vie 4gBIp(Z pvI Y el (p (27 o Hip DIFHY) + HzZ P )HH(Z 5 H(ZT, v+

TZZ(XZZ 7, ZZB)+TZZ (XZ, 7, 7 V')
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DM 3:

3 3 32 31 v 13 23 3
G,=Tx,z",z ,v:z ,27,Y")

Gi =Hx’, 2", 2", V")—GS
G! =H@u*)+Hz *(v")

uh GI=X [pel(p(x*) + ogHip ]+ H(Z, 2%, 2y + (17)
g A (p(Z)p(z™), p(z” )+ g, B (p(z”), p(v )
v+ [pel(p(zZ” | v o, Hip ) FHOY +H(Z ) +

Hz 7 +H(Z v Tz (x5 270, 250+ T2 (x, 2, 25w ™)

Since, there are n, = U'V'M! and n, = U*VM’
possible decision strategies for DM and  DM2,
respectively there are n, = U'V'M’ possible decision
strategies for DM3 also. Since, internal decision strategies
are a convex combination of pure strategies, let the
respective strategies for DM1, DM2 and DM3 be:

1'11]:)1 (D) = Zpmn plelzd
nzD2 (Pre) = Liae pkzDiz (18)

1’13D3 Pus) =25 pkzDiz

where, Py, Pes Ps are the corresponding probabilities. By
the Partition Law of Information and total processing
activities:

G'=G+G+GIHGL < F't,1=1,2,3 (19)
Also:

G'= G'(A,),G'=G(A,)andG = G'(4,) (20

To obtain the mmmum value of J, the locus of all
admissible ((T), GY, G G") quadruples would be
considered. First construct all binary variations between
pure strategies; each of which produces a plane in the
quadruple dimensional space R* (7T, G,', G*, G*) from pure
strategies (D', D,,, D), (D4 D7, DA, (DS, DS, DY) for
DM1, DM2, DM3, respectively. Since, there are three
decision makers each with three pure strategies, there are
altogether 3° = 27, twenty-seven pure strategies (3 factors
at 3 levels) with an associated triple varations: Consider
three factors at 3 levels: (A, B, C), (1, 2, 3) all possible
binary combinations would be: Al A2 A3, BI, B2, B3,
Cl, C2, C3 while all possible triple combination are:
{A1A AZA A3A AIBAZB A3B Al, A1CA2C A3C, B1A
B2A B3A,B1BB2BB3B, BICB2C B3C, C1A C2A C3A,
C1B C2B C3B, CIC C2C C3C}. So that between
DMIXDM?2, researchers have: (D), D3, (D} DJ,
(D, D). (D, DY), (D), DA, (DY D), (D D),
(D,', D5, (D', DY), between DMI<DM3, researchers
have: (D, D), (D, DY), O/, D), (D,, DY), (D), D),

D,, D), O, D), (D), DY), (D} DY), between
DM2xDM3, researchers have (D D, (DS DI,
(D127 D33)7 (D227 D13): (DZZ: D23)7 (DZZ: D33): (DSZ: D13)7
(DS, DY (DSDY As all the possible binary
combinations.

All possible triple combinations would now be
obtained from the binary combiations, thus, between
(DML, DM2)<(DM3): (D), D/, D), (D), D5 D2,
(Dll:- D32= D33)= (D21> D12= D13)> (D21> D22= D23)> (D21= D32= D33)>
(D;', DY, D), (D), D, D,’), (Dy, Dy, D;); between
(DML, DM3)<(DM2): (D), D/, D), (D), D%, D)),
(Dll:- D33: D32): (DZI: DIB: Dlz): (DZI: DZB: DZZ): (DZI: D33: DEZ):
(D;Y, DY, D), (D), D, DY), (D, D, DY), between
(DM2, DM3)=(DM1): (D%, Dy, D)), DS, Dy, D),
(D127 D333 DSI): (D227 D13)7 Dlla (D227 DZE: D21)7 (DZZ: D33: D31)7
(D327 D137 Dll)a (D327 D237 D21)7 (D327 D337 DEI)'

The quadruples associated with these triple pure
strategies are (0, G, G* G, (7,0, G3, G%, (J, G, O, G,
(1, G, G°, 0), J, 3", G, G in the space R*(J, G', G*, G

In this Hierarchical Model, the performance of the
DM3 would be mvestigated since previous example has
demonstrated the influence of DMI on DM?2 using the
same approach of Stochastic parametricity in the feasible
R* space containing the locus of all admissible triple pure
strategies. The location of these points may prove
difficult graphically. Tf the satisfying locus is established
the bounded rationality constants would now be obtained
from the R* space (T, G', &%, &) in the form of surfaces of
constraints G', t = 1, 2, 3. It would be observed that the
bounded rationality constraint on DM3 are many due to
command mputs and encompassing thereby adversely
affecting the performance index and consequently
increasing the workload or reducing the efficiency

ecause processing rate dwindles
(b P g dwindl
increases; F~0 and T-e). The performance, J which 1s a
function of pure strategies 1s diminished when the
characteristics of the decision makers are hampered with
the increase in the number of constraints. The solution as
usual would be subspace of the feasible space defined by:

while duration

JAY =20 n LuaDiDiPa <J 2D
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Table 1: Bounded constraints

N N? N? N* N’ N N’ N N NP

0 0 0 0 0 0 0 0 0 0

1 1 1 1 1 1 1 1 1 1

2 4 8 16 32 64 128 256 512 1024

3 9 27 81 243 729 2187 6561 19683 59049

4 15 a4 256 1024 4095 16384 65536 262144 1048576

5 25 125 625 3125 15625 78125 390625 1953125 9765625

6 35 216 1295 7776 46656 279935 1679616 10077696 60466176

7 49 343 2401 16807 117649 823543 5764801 40353607 282475249
8 a4 512 4095 32768 262144 2097152 16777216 134217728 1073741824
9 81 729 6561 59049 531441 4782969 43046721 387420489 3486784401
10 100 1000 10000 100000 1000000 10000000 100000000 1000000000 10000000000
NB: G =F.T<J with G<G"

Table2: & versus I rationality constraints with associated decision makers.
?;.8 FzT_ 2 2:8_0 Gj J GN J_N Figure 1s the graph of values on Table 6. The values in
14.5 - 241.0 - - - - this table were obtained from the Fig. 1 of admissible
};‘:g ;j%:g (T, G?) pairs []. Let the steady state relationship between
14.2 - 3.6 - - - - G? and J, be linear (y = ax+b). Then, G* = al,+b. Table 2
14.3 ; 241.4 - ; - -

G'is bounded rationality; F! is rate of processing; T is temp of events

Table 3: Regression values for G2 = al, b

Y X X Xy log,=z log, =w
13.8 240.0 57600.00 3312.00 1.139879 2.380211
14.5 241.0 58081.00 3494.50 1.161368 2.382017
14.9 242.0 58564.00 3605.80 1.173186 2.383815
15.0 2427 58903.29 3640.50 1.176091 2.385070
14.2 243.6 50340.96 345912 1.152288 2.386677
14.3 241.4 58273.96 3452.02 1.155336 2382737
86.7 1450.7 350763.20 20963.94 6.958149 14.300530
12E+107_ 10
N9
1E+10{-®-N8
N7
--N6
8E+09 N5
—=—N4
Z  6E+09--A-N3
-=-N2
-
4E+09 N
2E+09 4
0_

Values

Fig. 6: The graph of Table 1 of bounded constraints

I being the threshold. Equation 19 1s surface in the space
(I, G', G% G which intersects the J-axis at J. The
satisfying strategies are all pomts in the locus below the
planes that also satisfy the bounded rationality
constraints. NB: The boundry relationality is:

G'=1 fort=1,273 (22)
Oladejo is an application of C*T model related to this

research. Now considering a more general case when
t = N (Fig. 6). Table 1 gives the values of bounded

gives the values of the throughput G and the threshold T
of 2 interacting decision makers with bounded rationality
constrains. Table 3 gives the values for obtaming
regression equation for 2 interacting decision makers with
bounded rationality constraints. Figure 7 1s the graph
obtained from Table 3. For y = ax+b:

S y=ay x+nb
Sxy=ay x'+bY.x
b=y ax
a: nYy xy-(Fx) _ 6(20963.94) - (1450.7)’
nY - () 6(350763.21)-(1450.7)
_ 125783.64 - 2104530.49
2104579.26 - 2104530.49

~1978746.85
= = 40573.03
48.77
b= —82‘7 - (740573.03)71456 07

=14.45 +9809883.31= 980.9897.76

By least square a = -40573.03, b = 9809897.76. Hence:

v =-40573.03x+9809897.76
G? = -40573.031,+9809897.76
Then:

G| =-40573.03],+9800897.76

So that:
Gf =-40573.03],+9809897.76

Let I, have arbitrary values 245, 246, 247, 248, 249,
250. Then, Table 4 gives the values of the throughput G
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Fig. 7: Linear regression of admissible (I,, G*) pairs
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Fig. 8 Graph of admissible (J;, G°) pairs
Table 4: G;* versus J;
G’ I3
19750290 245
19790863 246
19831436 247
19872009 248
19912582 249
19953155 250
Table 5: Regression values for  G,'=(J)".b
Z W we WZ
1.14 2.380 5.664400 2.713200
1.161 2382 5.673924 2.765502
1.173 2.3 5.683456 2. 796432
1.176 2.385 5.688225 2.804760
1.152 2.387 5.697769 2.749824
1.155 2.383 5.678689 2.752365
6.957 14,301 34.086460 16.582080

and the threshold J of 3 hierarchical mnteracting decision
makers with bounded rationality constrains (Fig. &).
Figure 8 is the graph of values on Table 4.

Let the steady state relationship between G* and J, be
exponential (¥ = xb or log v = a log xtlog b). Then,
similarly, G= (J)*b orlog G, =alog J+log b. Fory = x°b
orlog y =alog xtlogb or z=awtuwhere z=log y, w =
log x,u=logb.

16 -
14 4
12 4
10 1
8
6 -
41
2

0 T T T
0 2 4 6 8

W

Values

Fig. 9: Graph of admissible (I,, G*) pairs

Table 6: Gy° versus J;

G I

0 0.0
2.3788E-29633 0.2
8.3877E-12763 0.5
1 1.0
6.7681E1764 1.1
7.3311E3356 1.2

Table 5 gives the values for obtamming regression
equation for 3 hierarchical interacting decision makers
with bounded rationality constraints. Figure 9 1s the graph
of values on Table 5:

=7 aw=11595a(2.3835)
a_ nY wz(Tw)  6(16.5821)-(14.301)
Caywi(Tw)  6(34.086)-(14301)

2
o 105.0262 a0y 6923

-0.0026

u = -96279.5896, b = antilog u = antilog (-96279.5896).
Hence, y — X42394 69231. b Slmllaﬂy, G_et — ]’ta.b — ]’;12394.69231 S0
that GE:s =I b= ];12394 65231

By least square method a = 42394.69231, b = antilog
{(-96279.5896). Hence, y = x>b = x99 G} =12b =
Jt42394 62231 Qo that Gea =J b= ]342394 89231

Using the same arbitrary values of T, above, this gave
astronomical values that can not be represented. Now
choosing lower the result is as shown in Table 6.

Table 6 18 values of throughput G and the threshold
I of 3 hierarchical interacting decision makers with
bounded rationality constraints. This is the graph of
Table 6 which is non-linear. Figure 10 is the graph of
values on Table 6.

For y =
Then, log v =x log atlog b or t = px+q where t =log v,

*b, a geometric steady state relationship.

p=loga, gq=logb Fory=aborlogy=xlogatlog b:

t=px+q
q=1t-px
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1.4
nth—(Zx)z 12{7%8
P=—"0 . = 1.0
HZXZ—(ZX) E 0.8
S 0.6
—2094437.732 =
= T T 44084.1451 0.4
47.51 0.2
| B e
Table 7 gives the values for obtaining g & = @
regressionequation for 3 hierarchical interacting decision 2 @ 3 =
makers with bounded rationality constraints: & & < «
cn A N ~
ol =
— 13
q=1t-px
=1.1595 - (~44084.1451)(241.7833) Fig. 10: Graph of admissible (T, G*) pairs
=10658811.24 =1.0659x10" Table 7: Regression values for G.' =J*.b
t X X tx
~b=antilog g, a = antilog p = antilog (-44084.145) = does 114 240.0 57600.00 273.6000
not exist. Hence, y = a'b and similarly, G, =a"b so that 1161 1.0 3808100 2798010
. > ¥ Y> Gg ' 1.173 242.0 58564.00 283.8660
Gy=a"b. 1.176 2427 58903.29 2854152
Since, the antilog of a negative number does not exist 1152 243.6 59340.96 280.6272
this model is invisible for the data. Since, the solution is é;;; 1:21;‘(1):171 32332:33 lgg:?;gg

infeasible there is no regression equation.

Theoretical consideration: The mternal decision
strategies which are convex combination of pure
strategies are:

The main contribution of this reserch: For t = N2II' (a
finite positive mteger), the N-team of Hierarchical
organisation would be developed using games theory,
combinatorics, induction and analytical geometry,
respectively. n; D'(p)=2,p.Dh. t=L...N

The total processing activity:
G'= G+G GG < Ft,t=1,. N (23)

Forateam of NDM’s (DM t(t=1,2, ... N)x

G' = T(X', 2", g, v gt D e x, 2,L 2", VUG H ()
Hz ' (v)+ T [pe s (p(X )+ e (p )]+ H(z 2",z g M (pz ). p™), .. p(z™ P ) +

“ 24
gl (PE,PVIT TN+ Y [pel (P2t [V +a Hp )]+ H(Y ) + H(z )+ H(z ")+ H(z™", v )+
=1
Tz Y(Xz", L,z Tz X, 2L, 2Ty Y
DMI:
G =T(xY, 2 g vl g AN Yy HY, 2 2 e
Gl+HOU H, (V' V' E [pe (p(X) + o, Hp )+ H(Z, Z,..., 2" ") + (25)

g2 (p(z ), p( ). pZ TNV E L [l (p(Z | V') + oy Hip ) +H(Y )+
H(Z #H(Z )+ HZ  VOFT(X: 2, 2070 0 T, 2, 200 v
NB: Y= V® The DM N:
. L2 TN RN, 2N M
G HU Y (VUM T, [p gl (e D rourp, R 2, 2T VI
g (p(z"), pz" . p(2 M Py P (v N+ T p,gl (" = vy
o K| +p, JFHY ")+ H{Z" +H(N) + HZ", v T(x™: 2", 20y

TN, 2", ., 2N V(N'l)‘)

GN _ T(XN, ZN(N—I):.“,ZNI V(N—l)': ZIN

.
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Also, G' = G{A,), t = 1,...., N, A, is functional
behavioural strategies.

Combinatorics consideration
N (Pure strategies) (A, A, ..., Ag*(1, 2, ..., N): Axiom 1:
N factors at N levels have N" sample points.

Proof: Binary combinations:

ALA 2, AN
ALLA2 AN
AL ALZ AN or (N<N=N*)

Tertiary combinations:

AALAZA, ., ANA,
AIALALTA, L ALTA,

ALTALAL2A, ..
A1A,, A2A,,., A NA,
AJA,AZA,,., ANA,
A A, AL 2A,,.. A NA,
or (NxN)N =N N =N")

ALA LA 2A .
A,1A LA 2A

ANA,
ANA,

SRR

AyIAL A 2A A NA

M M

Induction consideration
N-tuple combinations: By induction, from tertiary
combinations then:

H-2
(NxN) TI N =N2N"? =N"

9(1): 1-11, 2014

Hence, there are N Sample points QED. Axiom 2:
N-factors at N-levels at N-levels,... at N-levels
combinations (1.e., N(N-levels)) has sample pomts in the
order of:

e

} Each level raised to power N, for all the N levels
W }
N }
NN

That 1s N-factors at N'N-levels combinations.

Proof:

N-factors at N-levels give N" sample points. N-factors at
N'-levels gives N points. N-factors at N" ™-levels
gives MN"™'™ where NN = N". By induction
N-factors at N'(N-levels) yields the result obtained.

Analytic geometry consideration: There are N" pure
strategies associated with the N-dimensional variation in
the space R™'. The locus of all admissible (T, G',...,G™),
(N+1) tuples or R™' dimensicnal space would be
considered or searched for minimum J. All the N" possible
N-dimensional combinations would prove impossible to
obtain graphically. In the event that they are obtained, the
assoclated (N +1) topples with these pure strategies are
(O, G, .,3G" (0, G, .,6M, J,0,G,G..,G", ...
(T, GY ..., G™) in the space (I, G', ..., G"), i.e., R

If the locus of all satisfying admissible N-tuples is
established the bounded rationality constraints would be
obtained from the R™"' space (J, G, ...., G") in the form of
surfaces of constants Gf where, t =1, ..., N which are the
bounding rationality constraints. The solution as usual
would be the subspace of the feasible space defined by:

JA) = ZKI,KZ, __KNJm k2.t Pa o Py <7 (26)

Equation 24 is the surface in the space (J, G', ..., G
which intersects the J-axis at J. The satisfying strategies
are all points in the locus below the surfaces that also
satisfy the bounded rationality constraints.

The performance of DM N would be greatly lundered
due to the effects of the colossal amount of bounded
rationality constraints imposed by command inputs. The
following results were obtained concerning F, the rate of
processing activities and their tempo:

»  As F-oo, the efficiency, min d(Y,Y") diminishes or is
non-optimal for a fixed tempo (T = constant)

»  As T -cofor I = constant, the min d(Y,Y) diminishes
or 1s non-optimal

» As T = F, ie, direct proportionality, min d(Y,Y) =
constant
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Fig. 11: N-teams of mteracting decision makers with
bounded rationality

Fig. 12: Region of admissible (T, G, G") triples

e When 1« F7', i.e., inverse proporticnality and since
T, F > 0 as T increases for very low F (F ~ 0) values,
mind(Y,Y) is worst as F increases for very low T (i.e.,
rate of occurrence of activities 13 very small or
negligible), (t-0), min d{Y,Y) is indeterminate if there
1s nothing to process

It could be rightly summarized that the hierarchical
command dimimshes efficiency or increases workload of
DM N due to higher processing rates. When ever the
number of constraint are finite but large, the computation
for T<J 1s the same as in the case when t = 2, 3 1n the
corresponding spaces (Fig. 1, 2 and 5).

Figure 11 1s the developed organogram of the derived
generalized model of N-team hierarchical interacting
decision makers with bounded rationality constraints. 2,
Z*are SITREP’S where i,j, k=1, .., N. Fort=2,3, .. Nor
0<t<2,3, .., N,

The region of admissible solution of the triple
(J, G, G™) is shown in Fig. 12. Figure 12 is the
admissible region of feasible solutions having coordinates
(1,6, 6" fort=3,4, . ,N.

Algorithm:

An algorithm is hereby provided because this work is a theoretical approach

of modeling a command, control, communication and intelligence system.

1. N =mn, t=0, Y{t) = 0, assign initial values to all strategies, scalars
and entropies

10

2 t=t+1

3 Compute G, Gil, Gi!, G! (using subroutines)
4.  G=GHGHGHG}
5. Y1) = YOG
[ If t<N GOTO 2
7 Print Y(t)
8 End

CONCLUSION

This research extended the research of Levis and
Bocttcher by modelling the N-team mnteracting decision
makers with bounded rationality constraints. It also
deprived the Threshold (performance) Model. The
performance of DMN was greatly hindered due to the
effects of colossal amount of bounded rationality
constraints of command inputs. Hence, hierarchical
command diminishes efficiency of CT°S’'M (Computer
Command and Control Communication, Information
Intelligence and Surveillance Management System) and
thereby increases work load of subordinate DM. Decision
Centres are recommended for adaptation in order to
overcome low performance arising from the effects of the
imposed enormous constraints. The cases whent>4, ..., N
are considered for analytical purposes, even though
cumbersome, they are unusual. The system with N DMs
should be broken into decision centres that form
non-hierarchical model of 2 DM per cell to ensure
optimality. Since, every pair of DM form optimal team.
This 1s necessary in order to assess the workload or
efficiency of any DM. This model 15 adaptive to any
system (control systems) where specific output is
required and feed back is an integral factor to enhance
optimization. Further reseraches may consider this
generalized model with a view to transform it to deferential
equation equivalent. Empirical consideration may be done
to establish the values of none parameters.

REFERENCES

Cooper, DF. and J. Klein, 1980. Board wargames for
decision making research. Bur. I. Oper. Res., 5: 36-41.

Cooper, D.F., 1979. The superior commander: A
methodology for the control of crisis games. I. Oper.
Res. Soc., 30: 529-537.

Cooper, D.F., I. Holt and T.H. Klein, 1986. Models of naval
command and control systems. Fur. J. Oper. Res.,
26: 217-228.

Dockery, 1., 1984, Mathematics of command and control
(CT) analysis. Bur. J. Oper. Res., 21: 172-188.

Earl, C.F. and T.H. JTohnson, 1981. Graph theory and
Q-analysis. Environ. Plan. B, 8: 367-391.

Edward, E. and F.P. Lees, 1973, Machine System
Reliability. In: Man and Computer in Process Control,
Edward, E. and F.P. Lees (Eds.)., The Institution of
Chemical Engineers, London, pp: 85-96.



Res. J. Applied Sci., 9 (1): 1-11, 2014

Hitchins, DK., 1989. A general theory of command and
control. Proceedings of the 3rd International
Conference on Command, Control, Communications
and Management Information Systems, May 2-4,
1989, Bournemouth, UK., pp: 111-126.

Holt, J., 1988. Assessing the need for decision support
systems. Eur. J. Oper. Res., 37: 73-82.

Holt, T, T. Newman, I. Luscombe and G. Mathieson, 1992.
A realistic simulation of human decision making
behaviour. Proceedings of the International
Conference on Information-Decision-Action Systems
in Complex Orgarisations, April 6-8, 1992, Oxford,
England, pp: 20-24.

Iyang, S. and M.O. Oladejo, 1995. An evaluation of spatial
structural  stability of regression coefficient
applied to luinter land studies in Nigerian. NITE.,
Vol. 12, No. 1&2.

Jolnson, J.H., 1981. Some structures and notation of
Q-analysis. Environ. Plan. B, 8: 73-86.

11

Levis, AH. and K.I.. Boettcher, 1982. On modelling
teams of interacting decision makers with bounded
rationality. Proceedings of the IFAC/AFIP/TFORS/IEA
Conference on Analysis, Design and Evaluation of
Man-Machine Systems, September 27-29, 1982,
Baden-Baden, Germany.

Oladejo, M.O. and G.C. Ovuworie, 2007. Adequacy of C1
models for military traiming. NJISS., Vol. 6, No. 4.

Oladejo, M.O., 1995. Some developments in military
operations analysis: Readiness, C°T and training.
PhD. Thesis, Umversity of Bemn, Benm City,
Nigeria.

Oladejo, M.O., 2006. Mathematics for capacity building.
AJOSIE., Vol. 2, No. 2.

Oladejo, M.O., M.N. Ezigbo-esere and G.C. Ovuworie,
2006. Arrows impossibility theorem-applied to
judgemental assignments. NJEM., Vol.7, No. 4.



