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The Harmony Search Algorithms in Solving Combinatorial Optimization Problems
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Abstract: Harmony Search Algorithim (HSA) 15 a relatively new nature-inspired algorithm. HSA 1s a population
based metaheuristic that inspired by the improvisation of jazz musicians. It evolves solutions by mimicking the
musical umprovisation process m searching for agreeable harmony. Many variants of HSA have proposed to
solve different types of optimization problems. They vary from hybridizing some concepts of other
metaheuristic approaches to enhance the HSA to taking some components of HSA and employed them to
enhance the other metaheuristic approaches. This research reviews research issues of the parameter settings
i HSA and application of HSA to effectively solve some complex problems.
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INTRODUCTION

Harmony Search Algorithm (HSA) is a metaheuristic
algorithm that mspired by the mmprovisation of jazz
musicians by Geem et al. (2001). HSA is classified under
the population-based metaheuristic algorithm embedded
with local-based heuristic (T.ee and Geem, 2004). Tn music
performance each musical player plays one musical note
each time. Those musical notes combined together to form
a harmony. In optimization each variable during the
optimization process has a value at each time those values
all together form a solution vector (Ingram and Zhang,
2009).

Since, the first introduction of HSA fundamentals
by Geem et af. (2001) many variants of this algorithm
have appeared to solve different types of optimization
problems. These variants vary from hybridizing some
concepts of other metaheuristic approaches to the
framework of HSA to taking some concepts of HSA and
using them 1n the framework of other metaheuristic
approaches.

HSA has its own special features that make it
different from other metaheuristics. These features can
be listed as follows: HSA explores the search space
iteratively by combining different parts of the solution
candidates from different solution regions to form a new
solution. This makes the HSA utilize the harmony memory
more efficiently than Genetic Algorithm (GA) wlhich
combines only two parents of solution vectors to form the
new solutions (Geem, 2006). This feature makes HSA free

from the building block theory that highly affects the
mechamsm of GA. HSA can independently consider each
component variable when it generates a new vector.
Whereas, genetic structure by moving from the current
solution to its neighbors using pitch adjusting rate.
HSA combmes different characteristics of existing
metaheuristic algorithms (Lee and Geem, 2004) by using
the harmony memory, HSA is similar to tabu search
algorithm (Glover and Laguna, 1993) in the ability of
preserving the history of earlier vectors. Further, 1t 1s
similar to genetic algorithm (Holland, 1975) in the ability of
managing several solution vectors simultaneously. The
dynamic change of the parameters of HSA during the run,
acts it as simulated annealing algorithm (Kirkpatrick et af.,
1983).

A good reference for the applications and
developments of HSA is Ingram and Zhang (2009). Their
applications of HSA included continuous and discrete
optimization problems such as: vehicle routing, bus
scheduling, examination timetabling, job shop scheduling,
Sudoku puzzle solving, structural design, ground water
modeling, image segmentation, medical image, energy
system dispatch and water network design (Alia and
Mandava, 2011; Ingram and Zhang, 2009).

The improvement of the basic HSA has attracted
many researchers. Similar to other metaheuristics, basic
HSA needs proper parameter setting in order to improve
the search efficiency. Slow convergence issue can occur
due to improper parameter setting. Those settings need to
be carefully assigned depending on the problem in hand.
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Therefore, the empirical experiments trials seem to be
the only guidance to select the best parameter values. In
this study, researchers review the basic HSA and the
most important modifications and hybridizations found in
literature of HSA.

BASIC HARMONY SEARCH ALGORITHM

Similar to a group of musicians where they develop
their harmonies based on practice by practice; HSA
improves a solution vectors based on iteration by
iteration using a good candidate solution that have been
discovered during construction of initial population
(Geem et al., 2001). HSA uses stochastic random search
that depends on the Harmony Memory Considering Rate
(HMCR) and Pitch Adjusting Rate (PAR).

Analogy betweenimprovisation and optimization: Before
explaining the fundamentals of HSA, it is worth to see the
relation between improvisation and optimization shown in
Fig. 1 as follows:

Each musician corresponds to each decision
variable

Musical instrument’s pitch range corresponds to
decision variable’s value range

Musical harmony at certain time corresponds to
solution vector at certain iteration

Audience’s aesthetics corresponds to objective
function

Improving musical harmony practice after practice
corresponds  to improving the solution vector

iteration by iteration

The basic structure of HSA: The procedure of
basic HSA consists of five steps to be applied
in order to do the improving process. These steps
are:
»  Imtialize HSA parameters

Build the Harmony Memory (HM)

Improvise new solution

Harmony memory
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Fig. 1: The analogy between improvisation and optimization (Geem, 2010)
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¢ Update HM
s+ Check the termination criteria

Let HMS as the harmony memory size, HMCR as the
Harmony Memory Considering Rate, PAR as the Pitch
Adjustment Rate, BW as the distance Bandwidth, NI as
the Number of Improvisations (iterations), PS as a
Population of Selution and p, the mndex of the solution
variables. Figure 2 shows a pseudo-code for basic HSA.

Initialize HSA parameters: [n step 1, HSA parameters are
mitialized by setting up the values of the followmg
parameters:

Harmony Memory Considering Rate (HMCR) which
varies between (0<HMCR<1) where HSA picks the
candidate solution from HM. (1-HMCR) is the rate
where the candidate solution is randomly picked from
the entire PS. HMCR 1s similar to the crossover rate
m GA

Pitch Adjusting Rate (PAR) which varies between
(0<PAR=<1) where HSA change the wvalue of
theselected candidate solution from HM. The amount
of changes 13 determined based on the value of
BandWidth (BW). (1-PAR) is the rate where HSA
keeps the value of the selected candidate solution
the same without change

Harmony Memory Size (HMS) represents the number
of individual solution vectors that are sorted in the
HM. HMS is similar to the total number of individuals
in the population matrix of the GA

The maximum Number of Improvisation (NI) to stop
the search
»  Optimization problem mstance

Building the Harmony Memory (HM): In step 2, the HM
matrix as shown in Eq. 1 is constructed by filling it up with

begin

for (i=1 to HMS) do
Xl =0,

addpi tox;
Endfor
calculate the penalty of x;
add x; to IIM

Endfor
W — o
fori=(1to NI) do

clse
= pi]=x[pi]
endif
clse

T[] =ps
Endif
Endfor
Update the HM

remove HM[HMS-1]
add x"to HM
sort HM ascendingly
Endif
Check the stopping criterion

end

The Basic Harmony Search Algorithm (HSA)
Initialize the parameters of HSA and optimization problem
1: set the HSA parameters (HMS, HMCR, PAR, BW and NI)

2: set the input instance of optimization problem
Initialize the Harmony Memory (HM)

for j = (1 to vector length) do
choose p; randomly from the PS

sort the solutions based on its objective function value f (x)

Improvise a new harmony (generate new solution)

if (rand(0,1) <HMCR) then
choose variable p; randomly from HM
if (rand(0,1) £ PAR) then
pitch adjusted xnew [pi]

choose variable p; randomly from the PS

if X"*¥is better than HM[HMS-1] then

repeat step 3 and step 4 until reach the stopping criterion NI
output the best harmony found so far

Fig. 2: The pseudo-code of basic HSA
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randomly generated solutions. The number of solution
vectors 15 equal to HMS that mitialized n stepl. Ther, the
HM 15 sorted based on the objective function (mimmizing
Or Maximizing ).

1 Xlz . N f(Xl)
S NS
HM = : =M
=
?MS—I ?MS—I f‘l_l;I[S—l f‘IMS—l i f(XHMSfl )
HMS HMS HMS HMS HM3
1 2 -1 Xl f(X )
Where:
X Koy e X X = A candidate solution
1 = The number of candidate
solutions 1 each solution
vector
f(x", £ (x5, ..., f(x™%= The corresponding penalty

value (i.e., the fitness) of each
solution vector

The HM 1s the equivalent of the genetic pool mn
GA (Geem ef al., 2002).

TImprovise new solution: Tn step 3, a new solution vector
is improvised stochastically using the following three
operators:

Random selection

Memory consideration
Pitch adjustment Eq. 2
mechanism of HSA:

shows the selection

e {x0x @ x &) wp P,
x e ix (ke {X},xf,...,xf*“s}

x (kfm)

w.p. B,

ey

w.p. B,

2

The value of variable i (i= 1, 2, ..., n) can be randomly
selected from the set of all candidate discrete values
ix (1), % (2), ..., x; (kp} with a probability of Ppm =
(random selection) or it can be selected from the set of
good values stored in the HM with a probability of
P ytemory = (memory consideration) with slightly adjustment
by moving to neighboring values of x (ktm) with a
probability of Py, = (pitch adjustment).

Update the harmony memory: In step 4, the new solution
%™ 15 evaluated based on the total penalty value
assoclated due to violating of the soft constraints during
the improvisation step. Therefore, based on that penalty
if it is lower than the total penalty of the worst solution,
HMS-1 then the HMS-1 solution is removed from the HM

and replaced by the new candidate solution x"™". Themn,
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the HM is sorted in order to allocate the New Harmony
(solution) in the right position. Otherwise x™7 is
discarded.

Check for stopping criteria: In step 5, researchers repeat
step 3 and 4 until reaching the stopping criterion.
Generally, the stopping criterion of HSA 1s when reaching
the maximum Number of Improvisations (NI).

Outputting the best solution (Cadenza): In musical
process, the musical passage that occurred at the end of
a movement called Cadenza. In the context of the HSA,
cadenza represents the process taking place at the end of
the HSA computing. Tn this process, HSA returns the best
quality solution ever found.

Modification on HSA parameters: Since, basic HSA
requires proper parameter setting to ensure the
effectiveness of HSA search many researchers focused
on modifying the HSA parameter. These modifications
involve parameter imtialization, improvisation step and
stopping criterion stopping criterion. Slow convergence
may occur due to improper parameter setting. Those
settings need to be carefully assigned depending on the
problem/instances to be solved.

Modifications to HM initialization: In the basic HSA, the
second step after initializing the parameters is to randomly
generate a population of solution vectors to fill up the
HM. Tn the literature of HSA some attempts were reported
to improve the step of imtializing the HM. Degertekin
(2008) modified HM mmtialization step by generating
solution vectors twice of the HMS then filling up the HM
with the best solution vectors. Wang and Huang (2010)
made attempt by using low-discrepancy

sequences 1nstead of random mechanism to mitialize the
HM.

another

Modifications to improvisation step: Some modifications
to the improvisation step have appeared n the literature
of HSA. Geem ef al. (2005) mtroduced the 1dea of multiple
PAR strategy to solve generalized orienteering problem.
They proposed three PARs, namely:

The rates of moving to nearest
Second nearest
Third nearest cities

Among the earlier studies that attempted to solve the
issue of using fixed parameter values of HSA is performed
by Mahdavi et al. (2007) who proposed to use dynamic
values of parameters settings of PAR and BW instead of
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using fixed PAR and BW of basic HSA. The proposed
algorithm is called Improved Harmony Search (THS).
Equation 3 and 4 show the dynamic updating of PAR and
BW equations, respectively (Mahdavi et al., 2007):

PAR__ ~PAR

i 3)
NI

PAR(g) = PAR__+ xg

ln(meiIl TBW,ax )
NI

BW(g)=BW__exp xg 4)

Whereas:

PAR (g) and BW (g) The pitch adjustment rate and
the distance bandwidth 1n
generation g, respectively NI 1s
the maximum number of
iterations g the current
iteration

The mimmum and the maximum
pitch adjustment rate,
respectively

The mimmum and the maximum
bandwidth, respectively

is

PAR,;, and PAR ..

BW_, and Bw,_,

Another idea to improve THS is proposed by
Omran and Mahdavi (2008). They have developed another
variant of HSA that was mspired by the idea of swarm
intelligence. The new algorithm is called the Global best
Harmony Search (GHS). GHS differs from THS in the step
of improvisation where they modified the pitch adjustment
rule. To improvise new solution using GHS a new
harmony will only be affected by the best harmony in the
harmony memory. BW 1s removed from GHS. Equation 5
shows the rule of adjust pitches in GHS:

X, () =X, (k), j=1,2, ..n and k=Rand(n) (5)
Whereas:
Kiew = The new harmony
Xz = The best harmony in harmony memory
k = A random integer between 1 and n

Dos Coelho et al. (2009) introduced another modified
version of HSA based on the idea THS by Mahdavi et al.
(2007). They mcluded the grade of the solution vectors
mto the Eq. 3 of PAR m [HS. Equation 6 shows the grade
updating ecquation:

Grado _ Fae(@) ~men ()

E. (8 -E.@)

(6)
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In this equation, F,,.. (g) and F;, (g) are the maximum
and minimum of objective function values in generation g,
respectively. Mean (F) is the means of the objective
function value of the HM. Dos Coelho et al. (2009)
proposed a new equation of PAR as shown in Eq. 7:

PAR,, —PAR,

PAR(g) = PAR__+ o exerade (7

Another essential modification to the inprovisation
step were mtroduced by Saka and Hasancebi (2009) and
Hasancebi et al. (2010) to change the parameter values of
HMCR and PAR instead of changing the values of PAR
and BW. Equation 8 and 9 show the dynamic calculating
of these parameters:

-1
HMCR®: =| 1+ M_ewm,n (8)
(HMCR)'
1-(PAR)' o TINOD (9)

-1
PAR® = (1 + }
where, HMCR* and PAR® are the sampled values of the
adapted parameters for a new solution vector. N (0, 1) is
a distributed random value y is the learning rate of
adapted parameters which is recommended to be selected
within a range of € (0.25 and 0.50). In the initialization step
of HM the value of zero is set to the HMCR® and PAR®
then these values will be updated according to Eq. 8
and 9, respectively.

Al-Betar and Khader (2010) proposed a Multi-PAR
strategy to improve the performance of HSA in solving
course time tabling problem. Eight local search procedures
were applied to change the new harmony rather than
using one PAR value.

(PARY

Modification to stopping criterion of HSA: In
metaheuristic approaches, there are many stopping criteria
such as:

Terminating the computation after a given number of
iterations

Reaching maximum computational time

Reaching predefine value of the objective function
when there is no improvement in the objective
function value for a specified number of iterations

The standard stopping criterion in basic HSA is when
reaching maximum Number of Tmprovisation (NT) that is
defined during initiation stage.

A little research can be found in the literature with
regard to proposing new stopping criterion of HSA.
Kattan et al. (2010) used THS for feed-forward Artificial
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Table 1: Hybridization of HSA with components from other metaheuristics

Type of hybridization

Description

References

HIA+8A

He modified the PAR parameter using the cooling strategy of SA

HSA+PSO The PSO concept and global best particle are incorporated by replacing the BW parameter
altogether and adding a randomly selected decision variables from the best harmony vector in HIM

HISA+PSO The PRO concept and global best particle are used to improve the selection process in Harmory
Memory Consideration Operator (HMCR)

HSA+DPSO Dynarnic PSO component is introduced to dynamically update the value of PAR parameter

HIA+GA Roulette-Wheel memory consideration is used to improve the selection process in HMCR

HSA+CSA The CSA (Clonal Selection Algorithm) is used to fine tune all HM vectors and improve
the convergence capability of HS

HISA+GA+SA+AIS The hybridization aimed to enhance the solutions stored in HM to speed up the convergence and
to prevent the HSA from getting stuck in the local optimal problem

HSA+PSO+GA The hybridization aimed to make HSA as a global optimization algorithm by adding two
operations: position updating and genetic mutation

HSA+FCM FCM is integrated in HSA to improve its convergence speed and fine tune the clustering quality

HS A+K-means k-means is used as a local search component in HAS

IHS+FCM FCM is integrated into IHS to improve its local search ability and fine tuning the clustering
result as a final step

H3A+Solver Solver is used to support the exploitation mechanism of HAS

HSA+NM-8A It is used to improve the local search ability of HSA

HSA+Taguchi It is used to improve the initialization step for harmony mermory and to reduce the effects
of noise factors

SA+DE

DE (Differential Evolution) is used to fine tune the HM vectors and for multi-modal problems
they proposed a new harmony memory updating strategy

Taherinejad (2009)
Omran and Mahdavi (2008)

Geem (2009)

Dos Coelho et al. (2009)
Al-Betar and Khader (2010)
Wang et al. (2009)

Lee and Zomaya (2009)
Zouetd. (2011)

Aliaet al. (2010)
Mahdavi and Abolhassani
(2009)

Malaki ef &l. (2008)
Ayvaz (2009)

Jang et ai. (2008)

Yildiz and Ozturk (2010)

Gao et al. (2009)

Table 2: Hybridizing HSA components and concepts in other metaheuristics

References

Type of hybridization Description

PSO+HSA The (HM) concept in HSA is integrated into PSO algorithm to prevent the pbest concept of
P8O to violate the variables® boundary

PSOPC+ACOHHAS HM concept is used to control the variable constraints in PSOPC

GA+HSA The concept of selecting the decision variables from all vectors stored in the HM is mimicked
to improve the GA selection mechanism

GA-+HSA HS A is used to maintain a balance between the exploration and exploitation concepts in GA

LDA+HSA HSA is used as a pre-processing technique to overcome the LDA’s problem

Liet . (2007)
Kaveh and Talatahari (2009
Liet a. (2008)

Nadi et ad. (2010)
Moeinzadeh et al. (2009)

Neural Networks (ANN) as a new traimng technique.
They used a modified strategy based on Best to Worst
(BtW) harmony ratio in the current HM instead of using
the standard stopping criterion where HSA stops when
reaching the maximum Number of Improvisations NI.

Another stopping criterion 1s presented by
Fourie ef al. (2010) where they measured the distance
between the best and worst solution in the HM. They also
used a trade-off between speed and accuracy to stop the
current process and move to the next phase (Fourie et al.,
2010).

Hybridization of HSA with other metaheuristics: The
hybridization between components of metaheuristic
approaches to improve the performance of HSA 1s found
in the literature of metaheuristic and recommended by
many researchers such as Blum ef @l (2011) and Talbi
(2009). HSA has been hybridized with other meta heuristic
components such as Particle Swarm Optimization (PSO)
(Geem, 2009, Omran and Mahdavi, 2008) Genetic
Algorithm (GA) (Al-Betar and Khader, 2010) Sumnulated
Annealing (SA) (Sui et al., 2010) and others. Table 1
shows some research on hybridization of HSA with
metaheuristics. This table is adopted from the swvey of
HSA variants by Alia and Mandava (2011).
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One the other hand, HSA components have been
used in other metaheuristic approaches such as in Li and
L1 (2007). The mechamsm of selectng the decision
variables of HSA was used to improve the selecting
mechanism of GA such as by Li ef al. (2008). Table 2
shows some examples of metaheuristic approaches that
used some concepts and components of HSA.

CONCLUSION

Harmony Search Algorithm (HSA) has proved its
ability to solve difficult optimization problems such as
university course timetabling vehicle routing and other
optimization problems. However not much research was
reported on applying HSA to solve NRP. The motivation
of studying harmony search algorithm by many
researchers 1s to highlight the strength of HSA that 1s
based on combining some local search components in the
population based algorithm. Different 1ssues and aspects
related to HSA have been discussed concerning new
variant proposed to overcome the weakness of basic
harmony search algorithm. Many variants of HSA have
been proposed by hybridizing some concepts of other
metaheuristic approaches to enhance the HSA to
employing some components of HSA to improve the other
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metaheuristic approaches. This study had reviewed
research issues of the parameter settings in HSA and
application of HSA to effectively solve some complex
problems. HSA combines different characteristics of
existing metaheuristic algorithms by using the harmony
memory (to preserve the hstory of previous explored
solutions)  managing
simultaneously and the dynamic change of the parameters

of HSA during the searching process.

several  solution  vectors
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