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Abstract: The objective of this study is to design a model based on the artificial neural network with radial basis
for automatic classification of stainless steel strips into either good (accepted) or bad (rejected) categories.
Firstly, defect is segmented from the background image through optimal thresholding technique and then
geometry features such as area and shape complexity of the defect were measured. Artificial newural network
structure 1s employed in the classification stage. The expermmental results demonstrate that the proposed

method 1s effective and feasible in stainless steel mills.
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INTRODUCTION

As the demand of high quality steel increased rapidly
quality control of production is then necessary to detect
and classified surface defects, which make the product
functionally deficient and wunusable by customer.
Traditionally, the surface quality of stainless steel is
ingpected manually with human eyes, which will cause
many problems, such as subjective results, low
efficiency and so on. Automatic inspection systems for
metal surfaces have been available for some time to solve
these problems. The systems utilized many techniques
such as lasers (Quan et al, 2000), magnetic leakage,
ultrasonic waves (Kehoe et al., 2000, Komura et al., 2001)
and so on The shortcoming of this i1ssue is online
mspection as these techniques are not able to detect
defects mn real time.

The progress of CCD-sensors to produce grey scale
umages of the defects and unage processing technique
has made real time surface defect detection possible
online. Several techniques for detecting and classifying
defects have been proposed by many researchers by
Hao Sun et al. (2003), Sugimoto et al. (1998), Obeso et al.
(1997) and Badger and Enright (1996). However, most of
the proposed methods are computationally complex and
extremely sensitive to illumination changes, camera
oscillations, high frequency background objects, biasing
of moving objects and the noise coming from the camera.
To overcome these problems this study proposed a
reliable and robust neural network based algorithms for
the classification of stainless steel strips.
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MATERIALS AND METHODS

Segmentation and feature selection: The number of
surface defect types in stainless steel 13 large. The
most common defect types are mclusion and scales
(Suresh et al., 1983). Defects are simply extracted from the
background by gray level thresholding. The purpose
of gray level thresholding is to extract objects pixels
from the background of the image. Unfortunately, due to
non-uniform lighting, reflection or a number of other
factors, which are very frequent circumstances in an
image it is inadequate to apply a single threshold to the
whole image as a result gray-level variations i objects
and background. If a single threshold is not acceptable,
then the remaimng option consists of using adaptive
thresholding, in which the threshold value varies over the
image as a function of local image characteristics. There
have been many approaches to find this localized
thresholding method. The ntensity gradient based
thresholding methods (Parker, 1991) use the gradient with
surrounding pixels as a measure of the decision for the
local threshold. Other approaches are based on histogram
shape analysis of the image in which the segmentation
threshold is determined by statistical method. These
approaches have segmentation error disadvantages and
can not perform well under variety of image contract
conditions. This difficulty 1s overcome in this study using
optimal threshold to maximize gray level variance between
defects and background. The optimal thresholding
algorithm applied to distinguish defects from the
background 1s as follows:
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Algorithm 1: Optimal threshold determination:
Compute ', the mean gray level of the corner pixels
Compute p's, the mean gray level of the object pixels
T'=0

TED _ Wy +1Y

2
while T"! » T do
'z =mean gray level of pixels for which f (i, jy<T%
1'o = mean gray level of pixels for which £ (i, j)=T""
T =Tt
End while

After the thresholding operation which 1s iterated
8 times, the image data is reduced to the segments of the
image which correspond to the edges of the objects of
interest, i.e., steel strip detects. Area and shape
complexity features of the segmented defects were
measured:

*  Area-the pixel area of the mterior of the object.

Computed as:

A—ND{Nb+1} (1)
2

where, N, and N, denote, respectively the number of
mterior and of boundary pixels.

*  Shape complexity measure £

f:§ )
Where:

A The area of the shape

B The mean distance between the shape internal

points and the shape boundary points

Computed as:

B= %Z d(r, boundary(g)) (3)
Where:
g = Denote the shape of interest
composed of N points, reg be a
pomtof g
d (r, boundary (g)) = The smallest distance between

r and all
represented by g

boundary  points

The measured features are arranged in form of a
pattern vecters of the formu = (u,, u,, ..., u)".

Neural network based classification algorithm: Neural
network have seen an explosion of interest since
their re-discovery as a pattern recognition paradigm n
the early 1980s. Neural networks are comprised of many
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inter-connected group of artificial neurons that uses a
mathematical or computational model for data processing.
In practical terms, neural networks are non-linear
statistical data modeling tools. They can be used to model
complex relationships between inputs and outputs or to
find patterns in data (Wahyu et af., 2006). In this study,
Artificial Neural Network with the Radial Basis Function
(ANN-RBF), which was trained using a supervised
training algorithm was employed. ANN-RBF has one
hidden layer of neurons with radial basis activation
functions @ (d). A Gaussian function is usually used as a
radial basis function:

a 2
o0 W
Where:
0 = Defines a spread of the Gaussian function and
allows adjustment of neuron sensitivity
d = The Euclidean distance between input vector

| and centers for each data samples ¢; in multidimensional
space R™

4 =lu-cl ®

Minimizing the Gaussian function with respect to ¢,
leads to the following conditions:

Dou

_ heG

TS

net;

(6)

The output layer of the ANN-RBF network provides
a transformation of a pattern pef®R" to an n-dimensional
output space. This layer produces discriminant function:

Y =D(w=P(C,/u), i=12,.. M

i

(7)

K+l

3w, ()= w, old)

1=1

where, w, = (W, Wy, ..., Wy, W, 1) 15 the weight vector of
the ith pattern class and ¢ (d) = [@,(d), @,(d), ..., @(d), 1].

With this equivalent formulation we classify input
patterns according to the discriminant rule expressed in
the form:

ifP(C, /) > l, assign p to C,
2 (8)
if P(Cl/u)<%, assign pto C;
The structure of the ANN-RBF automatic

classification network using a decision-making process is
shown in Fig. 1.
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In the Stainless steel strips classification problem
three features and decision (discriminant) rule are
considered as input-output stimuli’s. The radial basis
layer generates the decision boundary, which separate the
M pattern classes on the basis of the observed
measurement vectors which will be used as mput-output
stimuli’s for training of the ANN-RBF network system in
support of generating the appropriate classification using
the feed-forward algorithm. The error in the network can
be calculated as:

=1

1 inYkz (M
)

10

W M=

Where:

(xf —Yf:f = The square difference between the target
output value and actual output value of
output layer in the form of class membership
of each pattern vector

In order to mimimize the error function the partial
derivative of the total error with respect to the hidden
layer weight w, 1s obtamn:
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Where:

is the error term from output layer and Y;,is the output
from hidden layer. The algorithm performs the updates,

Fig. 1: Structure of the neural network used in decision-
making process

Il
Aw, (k+1):fﬁzi+c@wl (k) (11)
o = awio o
iteratively until good performance is obtained (k here
counts the iteration of the updates, B is the learning
constant and ¢ is the momentum constant). The

momentum constant 1s added to accelerate convergence

of the algorithm.
RESULTS AND DISCUSSION

This study begins with the stainless steel’s image
acquisition and proceeds with the computer guided
extraction of surface defects from sample steel strips. Two
different kinds of defects are used in this procedure:
inclusion and scratches. The choice of these defects type
whose sizes range from 0.2 mm and above 1s based on an
analysis of the real defects statistics. To examine the
performance of the propose algorithm, laboratory
experiments were run on 80 and 90 training stainless steel
strips each of sized 500 mm by 800 mm. An example of
the defective test images is shown Fig. 2. Two different
data set i.e., area and shape complexity features of the
occurring defects were measured from all the test sample
images and stored in the database.

The experimental results for the network based on
two different training data is shown in Fig. 3. This figure
generates correct decision boundary between the two
classes of training images after 100 iterations. To confirm
the effectiveness of the training, the network was tested
with four different network configurations. Table 1 shows,
setup information and results for each configuration. Each
network reached a set of weights capable of correctly
classifying the testing images after 100 iterations.

Table 1 13 an average over 3 different trials of the
experiment. In each trial different database was (randomly)
chosen. Graphical representation for the performance
analysis of the network 1s also shown mn Fig. 4 and 5.
The human experts reevaluated the results from the
proposed network to obtan the total percentage of
rejections. In the experiment with four different network
configurations for the two classes, there is around 1.85%
of rejection ratio, which is acceptable in a real industry
environmert.

Table 1: Results of testing the network

No. of No. of Training Correct. Tncorrect.
test sarmples iterations time (ms) results (%6) results (%)
50 100 9791605 94.0 6.0

70 100 26687798 98.6 1.4

90 100 43549975 100.0 0.0
110 100 86656424 100.0 0.0
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(a) Slag inclusion

Fig. 2: Samples of defective stainless steel images

(b) Scratches from pickling line

(c) Scratch from cold rolling mill
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Fig. 3: Classification of stainless steel strips
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Fig. 4: Classification of test data
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Shape complexity measure (f)
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Fig. 5: Effect of test samples on the performance of
testing categories

CONCLUSION

A new method has been developed to classify
stainless steel strips into good and bad categories
according to the complexity of the occurring surface
defects. In order to do this a general segmentation
methodology and feature selection has been developed.
The segmentation methodology has achieved satisfactory
results for a great variety of stainless steel strip under
changing lLghting conditions. The design concept of
classifier algorithm discussed in this study 1s based on
mathematical classification rule and ANNs to organize the
model database.

Simulation results for the proposed algorithm, which
15 performed in real time-processing seemed very
promising with small error rate of 1.85%.

ACKNOWLEDGEMENTS
The researcher is grateful to Engineer I.A Tsaiah at

Ladoke Akintola Umiversity of Technology, Ogbomoso,
Nigeria for his helpful advice.

229

REFERENCES

Badger, 1.C. and S.T. Ennight, 1996. Automated surface
mspection system. Iron Steel Eng., 73: 48.

Hao Sun et al, 2003. Online application of automatic
swiface quality inspection system to finishing line
of cold rolled strips. J. Univ. Sci. Technol. Beijing,
10 (4): 38,

Kehoe, L. et al., 2000. Laser ultrasonic surface wave
inspection of alumina ceramics of varying density.
Ultrasonics, 38: 508.

Komura, T.H. ef al, 2001. Crack detection and sizing
technique by ultrasonic and electromagnetic
methods. Nuclei Eng. Des., 206: 351.

Obeso, F. et al, 1997. Intelligent on-lhne surface
mspection on a skinpass mill. Iron Steel Eng., 74: 29.

Parker, T.R., 1991. Gray-level thresholding in badly
illuminated images. TEEE. Trans. Pattern Anal.
Machine Intell., 13: 813-819.

Quan, C. ef al, 2000. Inspection of micro-cracks on
solderball surface using a laser scattering method.
Optical Commun., 183: 19.

Sugimoto, T. and T. Kawaguchi, 1998. Development of a
surface defect mspection system using radiant light
from steel products in a hot rolling line. TEEE. Trans.
Instrument Measurement, 47: 409.

Suresh, R.S. ef af., 1983. A real-tume automated visual
mspection system for hot steel slabs. IEEE.
Trans. Pattern Anal. Machine Intelligence (PAMTI),
5(6) 563-572.

Wahyu, H. et al, 2006, Agarwood grading using an
electronic nose and artificial neural networks based
on its fragrance. Proceeding of International
Conference on Mathematics and Natural Science,
Institute Technology Bandung, Indonesia, pp: 29-30.



