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Abstract: Texture refers to the surface properties that can be easily described by its primitives (ton) and their
spatial relationship. Texture analysis is a process to find the shape, segment or identify the region of interest
on the object. In this research, researchers approach to implement unsupervised texture segmentation in
hardware. First, the Discrete Wavelet Transform (DWT) is used to extract the input image and sample it into
different frequency bands. After this process, the input image becomes smaller and compressed. This input
umage 18 then fed into fuzzy K-mean clustering algorithm. Fuzzy K-mean 1s a well-known and precise supervised
clustering algorithm that divides the image into different segmentations and many computations are needed
for the correct segmentation assignment. Hence, the total execution time for segmentation is improved using
compressed image as input. From the simulation result, images with 2-5 types of textures were successfully
detected around 0.025-0.033 sec. The proposed hardware approach for wavelet based texture segmentation 1s
able to reduce the execution time to enhance the performance for 128x128 pixels which can be considered as

fast segmentation solution.
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INTRODUCTION

Texture segmentation or image classification is the
process of identifying the region of interest and grouping
1t into one partiton. This texture segmentation 15 widely
used in medical image, satellite picture processing or
remote sensing of the earth resources. In general, there
are two different type of segmentation algorithm, namely
supervised and unsupervised. Supervised segmentation
15 a clustering algorithm that needs the prior knowledge
on the mumber of cluster in order to do segmentation
whereas the unsupervised segmentation 1s able to group
the image based on its texture characteristic without prior
knowledge of the types of texture or the frequency and
orientation characteristics of the image. As the result, the
unsupervised segmentation 1s more desirable especially
for the real time segmentation application. Various texture
segmentation algorithms have been developed to provide
the most effective solution to detect the region of
nterest. Segmentation using histogram, edge detection,
morphology and region based segmentation and
clustering method are the most commonly approaches to
perform the segmentation result (Lezoray and Cardot,
2002).

Lezoray and Cardot (2002) proposed to use the
thresholding to perform the segmentation. The result of
this segmentation is always over segmented and the

number of the segmentation 1s always higher than the
expected. The second approach of the segmentation is
edge detection based segmentation. Edge detection is
identifyng the discontinuity of regions using the texture
characteristic (Kaganami and Beiji, 2009). If the noise
exists in somewhere, the edge detection may treat the
noise as another edge of region. Moreover, the edge
pixels produced by the edge detection are quit
discontinuous and it provides insufficient nformation to
segmentation (Liu and Jezek, 2004). Morphological image
processing 1s a window (normally 3%3) process that pass
through the input image pixels by pixels using some
logical operation such as AND, OR, XOR and NOT
(Serra, 2007). This segmentation algorithm gives a
promising result but it only can group the pixels into 2
distinet values (binary image segmentation) (Russ ef al.,
2009). Region based segmentation 1s the direct
construction of region of interest Tt provides better
solution than using the edge detection method (Qin and
Clausi, 2010). The segmentation result using this
approach 1s very depends on the merging criterion and it
is impossible to reuse the same stopping criterion for all
type of input images. In this research, the fuzzy discrete
wavelet based approach is followed to perform the
segmentation. Discrete Wavelet Transform (DWT) is the
subband coding used in decomposing image into different
bank of frequencies (Hussain et al, 2009). The low
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frequencies was decreased to make sure that the lowest
frequency bank stores the small changes of image pixels
while the highest frequency bank will stores the high
frequency changes. From the compressed umage and
higher frequency banks, fuzzy classification has been
performed to get the segmented image. With this
approach, the image redundancy and computational
complexity has been reduced by performmg the DWT
before segmentation. Fuzzy classification has also been
used to assure that the texture with slow changes of pixels
or periodically will be assigned mto the same region.

The Field-Programmable Gate Arrays (FPGA) offers
a potential alternative to speed up the hardware
realization. From the perspective of computer-aided
design, FPGA comes with the merits of lower cost, lngher
density and shorter design cycle. It comprises a wide
variety of building blocks. Each block consists of
programmable look-up table and storage registers where
mterconnections among these blocks are programmed
through the hardware description language (Reaz ef al.,
2007).

This programmability and simplicity of FPGA made it
favorable for prototyping digital system. FPGA allows the
users to realize easily and inexpensively their own logic
networks in hardware. FPGA also allows modifying the
algorithm easily and the design period for the hardware
becomes shorter by using FPGA (Coussy ef al., 2000).
This research project approaches to develop a fast
segmentation algorithm using extraction method while

Discrete Wavelet Transform (DWT) is used for
extraction.

Lastly, the wunsupervised texture segmentation
algorithm has been modeled using the hardware

description language VHDL for hardware realization. The
use of VHDL for modeling is especially appealing since
1t provides a formal description of the system and allows
the use of specific description styles to cover the different
abstraction levels (architectural, register transfer and
logic level) employed in the design (Mohd-Yasin ef al.,
2004). In the computation of method, the problem 1s first
divided into small pieces each can be seen as a
submodule in VHDL.
Following the
submodule, the synthesis is then activated. It performs
the translations of hardware description language code
into an equivalent netlist of digital cells. The synthesis
helps integrate the design work and provides a higher
feasibility to explore a far wider range of arclutectural
alternative (Alkter et al., 2008a). The method provides a
systematic approach for hardware realization, facilitating
the rapid prototyping of the fuzzy based subway train
braking system.

software verification of each
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MATERIALS AND METHODS

After comparing and discussing all the segmentation
algorithms and its possible mmprovement ways, this
project is proposed to use first level DWT to extract the
texture characteristics and at the same time reduce the
execution time for the segmentation. For the segmentation
part, fuzzy K-mean provides the best segmentation result
among the others and it definitely becomes the choice for
the project.

The objective of this research s presenting a fast,
unsupervised segmentation algorithm as compare to
previous projects. Since, fuzzy K-mean clustering itself is
a supervised clustering algorithm and also the seed
initialization 1s unportant to get the correct result, some
adjustment must be make to fulfill the objective of project.

Discrete Wavelet Transform (DWT): Wavelet transform
1s the multi resolution analysis that computes for different
segment of time domain signal at different frequencies
(Hussain et al., 2009). At the high frequencies, DWT has
good time resolution and poor frequency resolution
whereas good frequency resolution and poor time
resolution for low frequencies. This property allows the
sampling of signal with high frequency changes at short
time (image) and also low frequency component for long
duration (video frames).

DWT 1s the process to decompose the mput signal
into high pass and low pass frequency bank. Then the
lower frequency banks may further sub sampled to high
pass and low pass until it reach the desired
decomposition level as shown in Fig. 1. After tlus
process, the lower frequency banks store the small
changes of frequency whereas the ligher pass filter
stored the fast changing component of the signal. If DWT
1s used for image processing then the low pass filter 1s
stored all small changes of the pixel values (almost same
as the original image) where the high frequency bank is
stored the fast changing pixels value (the edge of the
image) as shown m Fig. 2. DWT 1s widely used as the
extraction method in texture analysis (Salari and Ling,
1995) and the image compression such as JTPEG2000
(Cruz et al., 2000). Instead of using convolution method,
DWT also can be implemented using lifting scheme. The
lifting scheme has higher speed of execution because it
allowed 1st and 2nd generation wavelet to construct first
(Kuzmanov et al., 2002). The basic operation of lifting
scheme can be described using Fig. 3.

Split phase: Let’s assume the decomposition started at
zero and defined the current data as A, , where zero 1s the
root level and k represent the current data. Then the data
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Fig. 3: Lifting scheme block diagram (Kuzmanov et al.,
2002)

Split

1s split mto two samples namely even sample (A, ,) and
odd sample (v, ). The lazy wavelet transform 1s applied
here because the filter only sub sampling the data into
even and odd sample and not de-correlate the data. The
negative indices are used to represent smaller size of data
set. After the split phase, the samples become:
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Predict phase: Based on the even sub-set 4 ,, the odd
sub-set A |  is predicted using prediction function P(4 ).
The predicted value A , will be more accurate if more
correlation present on the data. Later on, the value of
Ay 18 updated by the difference between itself and
predicted value:

'le,k = 7\‘,1,1; - PO\',LK) (3)

Updates phase: With the help of the neighboring wavelet
coefficients (y) coefficients A, , are lifted using some
scalar quantity such as mean:

QA ) =QRy ) (4

After that the updates function U operator is
introduced and operator U must preserve the quantity by
using the wavelet coefficient of the current level A, , to
update N even sample of the same level (A, ) where the N
is the number of vanishing moment and may not equal to
N.

Le Gall 5/3 filters: There are various types of DWT with
different filter coefficients and NS had compared all these
filter coefficients and concluded that 5/3 (five low pass
coefficients and 3 high pass coefficients) 15 having the
best performance among other coefficients (Jung and
Prost, 1998). From the discussion, it 13 bemng concluded
that the lifting scheme is proven much easier to implement
compare to convolution approach and liftmg scheme
usage less resources and allowed pipelines stage in
VHDL. Based on these, DWT using Le Gall 5/3 lifting filter
15 used m this research.

Assurming x(n) 1s the partial coefficient sequence and
y(n) is the wavelet coefficient sequence, the DWT can be
expressed as (Descampe et al., 2006):

y(2n+1)=x(2n+1) _LMJ (3)

y(Zn -1+ y(Zn+ 1)+ 2J (6)
4

y(Zn) =x(2Zn)+ L

Where:

LXQH) +x(2n+ 2)J
2
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is rounding operation to prediction function P,(Z) and:

Ly(2n—1)+y(2n+1)+ 2J
4

15 rounding operation for update function U,(Z). After
deciding to implement DWT using Le Gall 5/3 lifting filter,
the next consideration is how many levels of DWT
needed to obtain the best segmentation result. Fauzi and
Lewis (2003) compared the segmentation on different
DWT levels and found out the root level (lowest
frequency bank) provides most accurate result.

Fuzzy clustering algorithm: Clustering algorithm 1s
grouping the data into k identical regions by selecting the
shortest distance between itself and all cluster centroids.
From the various type of fuzzy clustering, fuzzy K-mean
1s the sumplest clustering algorithm to implement and at
the same time provides satisfy segmentation result
(Tsa et al., 2009). There are the steps that are followed to
unplement fuzzy K-mean:

Step 1: Sample all the data in to appropriate feature space.

Step 2: Assume that number of the K-clusters s known
and assign k number of clusters into the feature space.

Step 3: For each of the pixels, calculate its distance
to k-cluster centroids and assign the pixel into the cluster
membership if the shortest distance was found.

Step 4: After finish assigning all the pixels, recalculate the
cluster centroid by taking the average values of all the
same cluster memberships.

Step 5: Go back to step 3 to evaluate the distance
between pixel and cluster centroids until no changes of
cluster membership.

Based on the understanding of the algorithm, fuzzy
K-mean 15 actually a supervised segmentation algorithm
where k is the number of clusters need to be known in
advance.

Moreover, the decision of assigning minimum
distance of cluster centroid is actually involving heavy
computation, especially for larger values of k. The fuzzy
clustering 15 also sensitive to the mmtial assignment and
the algorithm might be trapped at local optimum if the
values of k is small (Tsa et al., 2009).

Hardware modeling: As the project 13 about processing
the segmentation, the input file is needed to feed inside
the process and it must produce the output file once the
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Data Converter

Input filenarme |E'\prniect\wavseg\sampledj oif Browse |
Output filename |Teleala.lxl Browse
Convert
Preview “Width: 128 Height: 128
Fig. 4: ITnput image to TestDatatxt using Data
Converter.exe
execution was finished In VHDL, the library

STD TEXTIO and STD LOGIC TEXTIO support the
wnput/output  file conversion. STD TEXTIO 1s the
standard input output library that supports the reading
and writing process of file in VHDIL environment.
STD LOGIC TEXTIO is an advance reading and writing
library that support these processes in binary, octal and
hexadecimal forms. Depending on the format of mput
image, STD TEXTIO is picked when the data are in
decimal or both the libraries are needed if input is in the

form others than decimal.

Image converter: The next step was to find a converter to
convert the image into array of data. These data are
representing the pixel values in each position it defined.
Actually, some software are available to perform this
conversion but it mainly comes from the license software
that not so convement to use. Therefore in this research
project, the DataConverter.exe used by Akter ef al.
(2008Db) is replicated as the tool to convert the image into
array of data.

This DataConverter.exe 1s written in Microsoft Visual
Basic code and the execution can be done in any
Microsoft Windows operating system that supported.
NET framework. Perhaps, it 15 the best convert solution
for this project because the code can be executed in most
computers and conversion process involving click and
drop only. Figure 4 shows the input image was converted
into TestData.txt where in Fig. 5 the converter was used
to view the image using TestData.txt. After deciding to
use the DataConverter.exe, the format of the data
representation was investigated for implementation in
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Fig. 5: Input file to image using DataConverter.exe

Input Data Test
. > >
image | |Convert.exe Data.txt

Segmentation
process

i

SegResult.txt

Fig. & Input output file conversion in whole

segmentation process

VHDL. This converter is using 8 bit signed hexadecimal
with 2 dimensional represented as width and height.
Therefore, both STD TEXTIO and STD LOGIC TEXTIO
library are need to perform these hexadecimal reading and
writing. The process of converting picture can be
summarized as shown in Fig. 6. At the end of entire
segmentation process, the segmentation result can be
viewed in SegResult. txt using DataConverter.exe.

Top entity: The overall texture segmentation module 1s
comprised of three submodule. They are memory module,
DWT module and segmentation module. The top entity of
this project includes all these three modules in it.
Figure 7 shows WavSeg as the top entity for this project
which 18 responsible for granting access to DWT and
segmentation. The clock signal for this top entity 1s inout
instead of the internal clock to provide the flexibility to
control by higher entity in future. As the top entity,
WavSeg 1s responsible to allocate the task to all the lower
entities and observe the switching data in memory. These
task allocations are based on the acknowledgement
signals from lower entities to identify each process is
completed. Figure 7 shows the top entity (WavSeg) and
its relationship to other entities. As shown DWT2D and
seg2d are two distinct operations where the memory
entity is shared by these two processes as external
memory. The acknowledgement signals that are used in
WavSeg entity are described as:

Top entity (WavSeg)
wsres —| Memory > Total _clust
DEWT2D ] seg2d |
ok <=>||| pwTiD > wsfinis

Fig. 7: Top entity with some lower entities

STATE_WAVSEG_INIT Load image parameters

Readre
Yes
Load DWT2D parameters
to DWT2d entity

STATE_LOAD _MEM

STATE_LOAD_TO_DWT2D

STATE_WAIT_DWT2DREADY

Load SEG2D parameters

STATE_LOAD_TO_SEG2 5
- - to SEG2d entity

STATE_WAIT_SEGREADY

STATE_WAIT_WRITE_FINISHED

Yes

wsfinish<1
total_clusters <= number

Process end )

Fig. 8 Flowchart for WavSeg module

STATE_PROG_END (

» Readready signal is sent from memory entity to
indicate the input unage was stored in the memory
matrix

¢+ Dwt2dready used to indicate DWT process was done

»  Segready seg2d sent this signal to acknowledge
WavSeg that segmentation was fimshed

»  Writeready signal is sent from memory entity to
indicate the output result was fully written to output

file

By using these few acknowledgement signals, the
processes in segmentation can be traced and allocated
easily by top entity. The flowchart for Wav Seg was drawn
as shown in Fig. 8.
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Enable ———> —> Readready
clk —> —>
Memory
™w ——>
Seg. finished ——> [¢—» Data
adr ——p
Fig. 9 Memory entity module
elk —> —> Ready
Reseat —> ———> mem_enable

DWTID S mem rw

ctrl_sig ——p
—— mem_adr
ctrl_data ——pf

[—>

Fig. 10: DWTI1D entity module

Memory module: The memory module in Fig. 9 is treated
as external memory to hold array of data during the image
processing. This module 13 needed when =2 different
entities sharing the same data. Basically, Akter et al.
(2008b) had presented a very strong and reliable memory
module and some modification had been made to suit this
project. In order to ensure the data is safely read in and
write to memory, some memory control signals are needed
to handle the read and write process. In this module, the
rw signal 13 used to implement the read or write process.
When rw 1s lugh then the memory performs the read
process while the write process is performed when the
signal goes low.

DWT module: As discussed earlier, first level Le Gall 5/3
filter is used as pre-process before the segmentation. Each
of the 2D-DWT is the combination of horizontal 1D-DWT
and vertical 1D-DWT (Descampe ef al., 2006). For an easy
unplementation, Akter et al. (2008b) implemented this
DWT method using two different entities, namely DWT
and DWT2D. DWT entity is responsible to perform
1D-DWT where DWT2D 18 the higher entity to control
DWT entity to perform the decomposition. Thus, these
two entities developed by Alcter ef al. (2008b) become the
references design for the project.

DWT1D as shown in Fig. 10 1s the entity to perform
1D-DWT after received the instruction from DWT2D
entity. For enabling the communication between these
two entities, ctrl sig and ctrl data were used to transfer
i the control signal and data from the lugher entity.
Basically, DWT2D entity had almost the same design as
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— tot_clus_no

clk ———> ——> Ready

Reset —> —> mem_cnable
Seg2d
ctrl_sig ———p| ———> mem_rw
[—» mem_adr
ctrl_data ——p]

| ¢—» mem_data

Fig. 11: Seg2d entity

DWTI1D inFig. 10. The only difference that the DWT2D
module has is separate control signal stage. This control
signal was controlled by the top level entity to perform
2D-DWT. In this case, 4 stages or 2 bits were used as
control signal to control DWT2D.

The function of DWTI1D is to calculate the high and
low pass filter values and store it nto respective
addresses without knowing where these addresses come
from. While, the function of the DWT2D is to assign all
these useful addresses to DWTID using DWT1D control
signal function (DwtlDCtrlSigFunc). In other words,
DWT2D executed 1D-DWT line per line and responsible
to determine the input and output addresses as well as the
range for DWTI1D.

Segmentation module: The seg2d as shown in Fig. 11 1s
the entity that is responsible to perform fuzzy K-mean
clustering algorithm after DWT process. Fuzzy K-mean is
an algorithm that mvolves heavy computation and refers
the data frequently, so external memory 1s not desirable as
it will degrade the execution speed and performance.
Therefore, intermal memory 18 used to temporally store all
the results and only final result is send back to the
external memory as shown m Fig. 9 to reduce the reading
and writing time significantly. Tn general, the pins on
seg2d are mostly equivalent to DWT2D except that seg2d
has its own ctrl_sig values and tot_clus_no as the output
to store the total clusters number.

RESULTS AND DISCUSSION

After successfully compiled the code, the correctness
of the code is checked through simulation. The simulation
was executed on Modelsim PE 5.3a and WavSeg as the
top entity 1s loaded to perform the simulation. According
to Fig. 7, WavSeg can be divided into different phases.
Here, the final simulation state of the WavSeg entity has
been depicted. For the simulation purpose, the clock is set
to 50 ns with 50% duty cycle. Firstly, the input image was
conwverted to TestData.txt using DataConverter.exe.
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Fig. 12: Input image convert to TestData. txt

24773075 ns

Fig. 13: STATE_WAIT WRITE_FINISHED phase

In Fig. 12, the left hand side of original input image
was fed into DataConverter.exe and produced 8-level gray
color data in TestData.txt. The converted image 1s then
fed mto the WavSeg module for the segmentation
process. In Fig. 13, writeready signal was set high at
24773075 ms to indicate the result was successfully
written to output text file (SegResult.txt). The result for
number of segmentation was then sent to total clusters
pin at WavSeg. Once the total clusters get the four as
result, the simulation was stopped by command. Finally,
the segmentation result was observed using Data
Converter.txt. As shown in Fig 14, the left hand side was
the input file of the image where the right hand side was
the segmentation result. From the segmentation result,
four different types of textures were represented by four
different types of colors.
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Comparison of result: The 10 sample images were
selected to run the segmentation process and the data
were recorded. From the result, the time executions were
quit consistent and mdependent from the number of
textures which is shown in Fig. 15. In other words, the
total execution time is not fully depends on the number of
textures and it might vary due to different textures
orlentation or contrast between two textures. The overall
time elapse for this project was between 0.025-0.033 sec
which can be considered as fast. Guan et ol (2011)
proposed K-mean+ as the solution to unsupervised fuzzy
k-mean clustering algorithm and their findings were
included in Fig. 16 and 17. By observing Fig. 16, the initial
numbers of clusters yield a constant execution time which
1s around 345 sec. InFig. 17, the execution time ncreased
exponentially when numbers of data were mcreased. For
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Fig. 15: Time elapse for different number of textures

these two cases, Dell Dimension 2300 with a Celeron CUP
1.80 GHz and a RAM of 256 MB was used as testing
platform.

In this research, the initial number of clusters is 16
and the target input image size is 128x128 pixels. From the
Fig. 15, the time elapse for K-mean+ with 16 as the initial
number of clusters is about 345 sec which is much higher
as compare to this project. In addition, mput umage
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Fig. 17: CPU time vs. the number of data (Guan et al.,
2011)

size with 128x128 or 16384 data can be executed between
0.025 and 0.033 sec for this project where k-meant
algorithm implemented in JTava used >1000 sec to run the
segmentation as shown in Fig. 16.

CONCLUSION

In this research, fuzzy K-mean clustering algorithm
was chosen as segmentation algorithm based on the
justification of the study. To reduce the execution time,
the segmentation preprocess was needed to extract the
input image to enhance the performance. Le Gall 5/3 filter
as DWT implementation was used for this project to
decompose the input image nto smaller size. In order to
perform wmsupervised segmentation on supervised fuzzy
K-mean algorithm, some modifications were done and
implemented successtully in VHDL. From the simulation
result, this research was able to detect the texture image
from two types of texture up to five types. All these
segmentations done within 0.025-0.033 sec for 128x128
pixels which can be considered as fast segmentation
solution.
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