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Abstract: This study deals with the identification of best locations for placing the Power System Stabilizers
(PSSs) in order to mmprove the overall dynamic stability of multimachine power systems using Relative gain
Array (RGA) Analysis and Genetic Algorithm(GA) search technique. RGA is a simple and effective measure of
interaction among the control loops in a Multi Input-Multi OQutput (MIMO) system. This study investigates
the use of Relative Gain Array (RGA) for the selection of an appropriate set of manipulated variables to control
a set of specified output through P3Ss. The algorithm for identifying optimal location of PSS proposed m this
paper uses the RGA in frequency domain computed at the frequency of the critical swing mode and rearranging
the rows and columns of the RGA using an optimization search procedure guided by Genetic Algorithm (GA).
The validity of the proposed algorithm is tested using a 5 machine, 8 bus test system and the results obtained
demonstrate the effectiveness of the proposed algorithm.

Key words: Small signal stability, Power System Stabilizers (PSSs), stabilization of multi machine power system,
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INTRODUCTION

Power Systems are highly complex systems that
contain non-linear and time varying elements. Many
power systems face the problem of troublesome dynamic
oscillations in the range of 0.1 to 2.5 Hz associated with
some poorly damped swing modes. Power System
Stabilizers (PSS3s) are commonly used to damp these
oscillations by increasing the damping of critical swing
modes (Padiyar, 1996).

In the application of PSS to increase the dampmg of
troublesome modes in a multimachine power system, the
very first step is to determine the best location for placing
PSSs. For a local mode the job of selecting the PSS
location is not difficult because only few machines are
mvolved m this local oscillation and there are only a few
choices. But for an interarea mode, large number of
machines may be mvolved m the oscillation. This makes
the PSS location selection problem very complicated
(Lakshmi and Abdullah, 2000).

In a multi machine power system, it is possible to
have a PSS at each machine. But in practice only PSSs
located at certain machines would result in better damping
of all rotor modes. Improper location of stabilizers would
lead to higher stabilizer gains and would result in severe
deviation in voltage profile under disturbance conditions.
In some cases, the stabilizer may even cause operation of
generators at leading power factor. Siting the stabilizers at

the best location is therefore an important factor in a multi
machine system to obtain a stable closed loop system
with well damped rotor modes using small stabilizer gains
(Kundur ef al., 1989).

The PSS location selection problem has been studied
for a long time. The most commonly used approach for
stabilizer siting is the Eigen Vector method proposed by
Mello and Concordia (1969). This method may fail in
certain circumstances and may lead to undesirable
stabilizer location as found out in various studies (Hsu
and Chern, 1987, Hsu and Cheny, 1990).

Hsu and Chen (1987) and Hsu and Cheny (1990)
presented the method of using Participation Factors
for the 1dentification of the location of Power System

Stabilizers (PSSs) for the multi machine power
syster.

Hiyama (1983) presented an approach using the
concept of coherent groups. This method suffers from the
major disadvantage that generators within one coherent
group for a large disturbance do not necessarily remain in
the same group under small-disturbance conditions.
Again, the selection of particular generator to be
equipped with PSS within one coherent group is
somewhat arbitrary.

Zhout et al. (1991) proposed another approach based
on Sensitivity of PSS Effect (SPE) for the selection of
location of PSS in multi machine power systems.The
concept of Semsitivity of PSS Effect includes both input
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and control information of PSS and hence can also be
used to predict the performance of PSS.

Nam et al. (2000) developed a new second-order
eigen semsitivity of the augmented system matrix
using only eigen values and their left and right eigen
vectors.

Milanovic et al. (2001, 2004) suggested Relative Gain
Array (RGA) analysis for the determination of location of
PSS in mult machine power systems. This method 1s not
suttable for the large system which mvolves time
consuming complicate manipulations in rearranging the
RGA matrix to determine the best input-output pair.

The present study deals with use of RGA and Genetic
Algorithm in the selection of optimum location of P3Ss in
a multi machine power system m order to achieve the best
possible damping of critical electromechamcal modes.
Genetic algorithm is used to simplify the manipulations of
the RGA matrix which makes this method very attractive
for large scale power systems for the placement of Power
System Stabilizers for unproving the damping of the
critical swing modes. RGA can be an alternative to modal
analysis for systematic applicaton to large power
systems.

DYNAMIC STABILITY MODEL OF A MULTI
MACHINE POWER SYSTEM

This study uses the two-axis model with four state
variables for synchronous machine. The linearized state
equations representing the synchronous machine with the
assumption x,* = x," = x' are as follows (Anderson and
Fouad, 2003):

AEd‘I - { - AE&’1 - (qu - le) A:[ql } /‘Equjl

AEq,I = { AEFDi - AEq,1 + (Xch - X,1) AIch } / Tda’i

Aw,; = { AT, —(Ly AE); + Ly AE, + By Al B,
Al)-Dor /1 1=1,2..m

AS, =w, - w,;i=23 . ...m taking machine 1 as
reference. ()
Where,
Ey - Direct axis component of voltage behind transient
reactance.
E,; - Quadrature axis component of voltage behind
transient reactance.

w, - Angular velocity of rotor.

d - Rotor angle n electrical radians.
xd’ - Direct axis transient generator reactance.
xq' - Quadrature axis transient generator reactance in p.u
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The static type (IEEE Type ST 1A) exciter is used
(Kundur, 1994). The linearized state equation for the
exciter is:

Ay = S8 AV, + AV) - AE, 3i=1,...m(2)

A1 A1

Equivalent stator emf proportional to field
voltage

K. - Gain of the exciter

T, Time constant in secs

V; = Terminal voltage of the machine
Vi = Reference voltage of the machine

In Eq. 1 the currents I; and I, and voltages E,;" and
E,;" are referred to the rotor axis of the individual machine.
The loads are modeled as constant impedance loads.
The network equation is represented as:
[=vyv 3)
Where,

Y is the admittance matrix of the reduced network
pertaiing to the generator nodes only.

\}l and il are the machine nodal voltage and current
referred to the common frame of reference. It can be
converted into individual machine rotor reference by
defimng

V= Vel T = e i=1,.... m )

Where,

v, and [ are the voltage and current referred to the rotor

axis of the individual machine 1.
The Eq. 4 can be written as:

VoTVI=TI &)
Where,
e 0 0
e’ 0
0
0 0 0 0 &

Using Eq. 5, the 3 becomes
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P-Av @
Where,
M=T'YT (&)

To connect the machine equations and network
equations by invoking the assumption, x," = x," = x/, we
get the voltage-current equation for the machine as:

E = Vi+ jxllii ©)

Now linearize the Eq. 7 and then separating into real
and imaginary parts, we get the equations for Aldi and
Alqi as per (Anderson and Fouad, 2003). Now in the
equations of Aldi and Alqi, using the assumption x, " = x.'
= x" and Eq. 9, we will get the complete set of linearized
state equation (Anderson and Fouad, 2003).

[X]= [Allx] + [B] [U] (10

For the two axis model, there are 5 state variables
which includes four state variables for the machine
(E/, E;, w,.,8” and one state variable for the static exciter
‘B ) and "m” is the total number of machines.

In Eq. 10 the dimensions of the following are,

System matrix of size (5*m™")*(5*m™")
State vector of size (5*m ~)x1

Input matrix of size (5*m ™" )xm

Input vector of size (mx1)

il ve R

Where U vector denotes AVrefi, I=1,..m

The Conventional Power System Stabilizer (CPSS)
which has Awr signal (Speed signal) as input and AVs
(stabilizer signal to exciter) as output is used as the
controller in this study. Tt invelves a transfer function
consisting of an gam block, a washout block and first
order lead-lag compensator block (Kundur, 1994).

PROPOSED METHOD FOR OPTIMAL
LOCATION OF PSSS

The proposed study deals with use of Relative Gain
Array and Genetic Algorithm in the selection of optimum
location of PSS i a multi machine power system in order
to achieve the best possible dampmng of critical
electromechanical modes.

The RGA is calculated on the basis of transfer
functions between the selected outputs and mputs. The
Relative Gam Array (RGA) was introduced as a steady-
state measure of interactions for multivariable,

decentralized control by Bristol (1966) and then modified
by Shinskey and then further improved by McAvoy. It
was later extended to frequency domain.

The proposed method uses the following approach:
The eigen values are found out from the “A” matrix. The
critical modes and nature of this critical modes are
identified. The RGA matrix 1s computed for the frequency
of the first critical mode. The RGA matrix 1s rearranged to
make it diagonal dominant. From this modified RGA matrix,
the element which is closer to one is used to damp the
particular critical mode.

Relative Gain Array (RGA): The RGA is a matrix R which
characterizes an MIMO system (Stephamopoulos, 2006).
The elements r; represents the relative gain for an input-
output control pair, y-u and is defined as the ratic of
uncontrolled gain to controlled gain.

Consider two input-two output system in (Fig. 1). The
relative gain R, for the pair u;-y, is defined as:

_uG

R 12
cG

12
12

The Uncontrollable Gain (UJG,;) can be obtained by
introducing a step Au, in the input v, and measuring the
output change Ay,, keeping all other inputs (u,) constant.

Au,=0 (an

z

ie,UG, :iyz

1

Then Controlled Gain (CG;) can be obtammed by
introducing a step change Au, and measuring the output
Ay, by keeping all other outputs (y,) constant through a
feedback control on the respective input variation (u,).

(Fig. 2).

ie.CG, = Pilay -0 (12)
A 1
s PPy
u2 (const)— - 2 ;!.’.'.‘ ::‘<—’ﬂ

+
oy
o}
A "-‘
\§:
Vv v

(const)

Fig. 2: Controlled Gain (CG,)
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The relative gain between output v, and input v, is
the ratio of Uncontrolled Gain (UG ;) to Controlled Gain
(CGy).

%Au =0
2
Rlz_lcjgu _ iul (13)
v T?A%:O
1

In general the RGA matrix R in s- domain can be
calculated as follows:

R=G(s)e [G(s)' ] (14)

Where, G(s) 1s the transfer function matrix of a multi
input multi output the system, the symbol & denotes
element by element multiplication.

In frequency domam, the RGA matrix can be
calculated for the frequency corresponding to the critical
mode. Then the rows and columns of the RGA matrix are
rearranged in such a way that the RGA matrix is closer to
identity matrix. This 1s done by the application of Genetic
Algorithm. The important property of RGA matrix 1s that
each row and each column sum to one.

Interpretation of the significant Relative Gain Array
(RGA) element: The modified RGA matrnx after the
rearrangement of columns and rows of the original RGA
matrix using genetic algorithm is similar to the identity
matrix. The ideal modified RGA matrix 1s a diagonal
dominant (identity) matrix. The other rows and columns of
the modified RGA matrix are zero.

If the value of the significant element of modified
RGA matrix i1s one (i.e.,) 1, = 1.then the value of the other
elements are zero. Then, the uncontrolled gamn UGy is
same as the controlled gain CG; which implies that the
input “u;” does not affect the output “y,” and the control
loop between y- u, doesn’t interact with the other control
loops (yi-u;).This case is the ideal case.

But in practice, the value of 1 is not equal to cne, but
is closer to one. The sum of the corresponding row and
also the sum of the sum of the column 1s nearly equal to
Zero.

From the above discussion, we can conclude for the
selection of loops from the RGA matrix as follows.

*  The RGA matrix 1s used to find the best mput-output
signals which give the good control.

+  hBecause of the selection of this input-output pair,
the interaction effects by the other loops on this loop
should be mimmal.
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As per the above two points the loop should be
selected which has the less interaction and also the Tnput-
output variables which have good control effect on each
other. Hence RGA element which 1s equal to one or very
closer to one is to be chosen which indicates less
interaction on the other loops if any and has good control
on each other.

Genetic algorithms in RGA: A genetic algorithm worlks
with a population of strings known as chromosomes. The
RGA 1s a matrix of numbers each of which represents the
relative influence of a given input on a defined output, is
manipulated by moving complete rows or columns, until
it most closely approximate to the ideal solution,
represented by the identity matrix (French er al., 1945). For
small systems such manipulations are straight forward.
However, as systems become larger such manipulations
become more complex and some automated search
solution like genetic algorithm 1s advisable. To utilize the
Genetic Algorithm for the optimal input-output parings,
the relative placement of the row/columns of the RGA
must be encoded. In this study, two strings are selected.
One for row and another for column. The two strings
contain only integers in the range one to row/column
length.

Fitness function: It 1s the function of the sum of the

absolute differences between the candidate solution and
template matrix:

1 n
i=1 j=1

C, - Ti, \

C—Candidatesolution[row/ columnsting(RGA )|
T—Template matrix

1.0 08 06 04 02
08 10 08 06 04
T=/06 08 01 08 06
04 06 08 10 08
02 04 06 08 08

The above technique can be applied to the RGA
matrix calculated for the large system which has the
dominant off-diagonal terms and in order to move the off-
diagonal terms to the leading diagonal by moving its
complete rows or columns wuntil it most closely
approximate to the ideal solution with out changing the
input and output configuration of the original matrix.
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SAMPLE SYTEM AND RESULTS

The test system taken for analysis is 5 machine 8 bus
system (El-Metawally and Malik, 1996). The one line
diagram of this sample system is given in Appendix-1. The
system data: The bus data, line data, generator data and
the exciter data is given as in Lakshmi and Mbdullah
(2000). The test system consists of two areas; the area 1
with generators 2,3 and 5 and loadl and the area 2 with
generators land 4 and with the loads 2 and 3. All the
machines are represented by two axis model with five
states variables. The loads are modeled as constant
impedances. A full-lead operating condition of the system
1s analyzed.

Initially the system matrix “A’ is computed for the
systern. From the A matrix, the eigen values are found out
(Fig. 3). The critical swing modes are identified and then
damping ratio and frequency of the critical modes are
found out. For this test system there are three critical
electromechanical modes were identified and they are
tabulated with their damping ratios and frequencies are
shown in the Table 1.The critical damping ratio, =, 1s
chosen as 0.05.

Damping of the first critical mode of frequency (.52 Hz:
The RGA was calculated at the frequency for the first
critical mode (i.e.,) 0.52H7 and is shown in the Table 2.

The meodified RGA matrix after the application of
Genetic Algorithm (GA) is shown in Table 3.

In the Table 3 all the dominant values of the RGA
matrix are located in the leading diagonal.

The element at the location 4-4 is much closest to
unity among all the four diagonal elements and hence
machine 4 which has the AVs, and Aw, is chosen for the
placement of P3S. The gain of the stabilizer 1s tuned by
trial and error methed and the gain of the PSS at machine
4 for the improvement of 0.52H7 mode was fixed at 60. The
damping ratios before and after the placement of PSS at
machine 4 are shown in the Table 4.

From Table 4, 1t 1s observed that by placing the PSS
in the fourth machine, the damping of the first critical
mode and the second critical mode are improved.

The system response without the conventional PSS
1s shown m Fig. 4-7.

The following Fig. 8-11 shows the system response
for AA;to AA, with the PSS located in machine 4.

Figure 8-11System response when PSS located in
machine 4.

Damping of Third Critical Mode of frequency 1.80 Hz

Then, the RGA 1s calculated for the 1.80HZ mode 1s
shown in the Table 5 which indicates the location 2-2. The
gain value of the PSS at machine 2 1s tuned using trial and
error method to the value of 140.
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Appendix-1
test system.
Bug
Bus 3 Bus7 Busl
Machine 352
Machine 2 Bus 25

Table 1: Electromechanical modes of test system

SNo _ Figen values Damping ratio Frequency in p.wHz
1 -0.0001+j 0.0085 0.0068 0.0014(0.52 HZ)
2 -0.00024 0.0206 0.0101 0.0033(1.24HZ)
3 -0.00154 0.0304 0.0484 0.0048(1.80HZ)

Table 2: RGA matrix for 0.52 HZ mode

AVs

Aw AVs, AVs, AVs AVs, AVs
Ary 1.0158 -0.01089 0.001265 -0.00617 0
Ay 0.000897 0.068138  0.93098 -1.16E-05 0
Aoy -0.01139 0.94365 0.067984 -0.00025 0
Aoy -0.00532 -0.0009 -0.00023 1.0064 0
Aw -7.58E-17 2.88E-16 9.04E-17 3.58E-18 1

Table 3: Modified RGA matrix for 0.52 Hz after the application of GA

Column/Row  AVs, AVs AVs, AVsy AVs
Awy 1.0158 0.001265  -0.01089  -0.00617 O
Aw, 0.000897  0.93098 0.068138 -1.16E-05 0
Aoy -0.01139  0.067984  0.94365 -0.00025 0
Aoy -0.00532  -0.00023 -0.0009 1.0064 0
Aw -7.58E-17  9.04E-17 2.88E-16 3.58E-18 1

Table 4: Improvement in the damping ratio for 0.52 HZ mode
S.No  Damping ratio before P88 Damping ratio when PSS at machine 4

1 0.0068 03311
2 0.0101 0.359
3 0.0484 0.0484

The mmprovement in the damping ratio for the third
critical mode whose frequency 13 1.80 Hz with the
placement of PSS in machine 2 1s shown in the Table 6.
From Table 6, it 15 observed that the PSS located at
machine 2 improves all the damping of the first critical
mode and third critical mode 3.

The system response with PSS located in machine 2
and without PSS is shown in Fig. 12-15.

Figure 12-15 system response when PSS located in
machine 2.

Table 7 shows the comparison for the improvement in
damping ratios when PSS located m Machine 4, Machine
2 and Machine 4 and 2.
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| Compute the system matrix 'A', eigen values and damping ratio

v

Identify the critical swing modes which have the damping ratio is less thanf .,

v

Rank all the critical swing modes in theascending order of the damping ratio Ai
i=1, Ne. where Ne is the number of critical modes

v

=1
1

‘ @
Compute the RGA matrix, R i) the frequency of the ith critical mode i

v

Find the modified RGA matrix, R*( o) ) by rearranging the columns and
rows of the original RGA matrix using Genetic Algorithm approach

v

From this R (i), ), pick up the diagonal element which is closest to ity (i.e.,)r, ™ (i)
©

Connect a PSS with the input signal Ao, taken from the jth machine and feed the output
singnal AVek of the PSS tothe summing point of the exciter of the kth machine.

v

After placing the PSS, compute A matrix, eigen values and damping ratio of the critical modes

Yes

Select the next dominant
element in the modified
RGA matrix

Isi > Ne ?

Fig. 3: Flowchart for the proposed method
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DEL 12 vs time in pu.

2000 3000 4000 5000 6000
Time in (p.u)

Fig 4: System response for Ad,, without PSS

0.15 DEL 13 vs time in p.u.

L] L] L] L] 1
2000 3000 4000 5000 6000
Time in (p.u)

T
6 1000

Fig 5: System response for A, ; without PSS

0.1 DEL 14 vs time in p.u.
.08

1 1 T 1 1
2000 3000 4000 5000 6000
Time in (p.u)

T
0 1000

Fig 6: System response for Ad,, without PSS

DEL 15 vs time in p.u.

T T T T 1
2000 3000 4000 5000 6000
Time in (p.u)

T
0 1000

Fig 7: System response for A, ; without PSS

By placing the PSS in machine 4 and machine 2
improves all the critical modes. The system response
also proven this result. Figure 16-19 shows the system
response when PSS in  machine 4 and
machine 2.

located

0.3 DEL 12 vs time in p.u.

T T T 1 1
2000 3000 4000 5000 6000

Time in (p.u)

T
0 1000

Fig. 8: System response for Ad,, with PSS in Machine 4

DEL 13 vs time in p.u.

8.

.

Amplitude
Del 13

3

T 1 1 T T 1
1000 2000 3000 4000 5000 6000
Time in (p.u)

o

Fig. 9: System response for Ad,; with PSS in Machine 4

0.01 DEL 14 vs time in pav
0.0 P
0.061
'g ~ 0.04
5 - 0.027
g9
0.02-
-0.041
-0.067
'0-08 L] L) L) L] L) 1
] 1000 2000 3000 4000 5000 6000

Time in (p.u)

Fig 10: System response for Ad,, with PSS in Machine 4

DEL 15 vs time in p.u.

Sto ooco oo
RESoRESRLSR

<

1000 2000 3000 4000 5000 6000

Time in (p.u)

Fig 11: System response for Ad,; with PSS in Machine 4

Table 5: The RGA for the mode 1.80HZ

Column/Row AV AV, AV, AVs, Avss
Awy 1.0428 0.006887  -0.00046  -0.04926 0
Ay 0.006539 1.0354 -0.0422 0.000286 0
Aws 0.000258 -0.04295 1.0427 1.07E-05 0
Ay -0.04962  0.000685  -2.28E-05  1.049 0
Awos -1.61E-17 -3.82E-16 3.32E-18 -1.46E-18 1

Table 6: Trmprovement in the damping ratio for 1.80HZ mode
S.No Damping ratio before PSS Damping ratio when PSS at machine 2

1 0.0068 0.4496
2 0.0101 0.0139
3 0.0484 0.115
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Liner simulation results
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Fig 12: System response for Ad,; with PSS in Machine 2
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Fig 13: System response for Ad,; with PSS in Machine 2
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Fig 14: System response for Ad,; with PSS in Machine 2
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Fig 15: System response for Ad,; with PSS in Machine 2
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Fig. 16: System response for Ad,, with PSS in Machine 4
and 2

Table 7: Trnprovement. in the damping ratio for PSS at machines 4 and 2
PSS in PSS in PSS in
No PSS machine 4 machine 2 machine 4 and 2

S.no Mode no.

1 Critical Mode 1 0.0068  0.3311 0.4496 0.7758
2 Critical Mode 2 0.0101  0.359 0.0139 0.115
3 Critical Mode 3 00484 0.0484 0.115 0.3585
Liner simulation results
0.1
o 0.08
0.06
EE&M \ne
=3 8 0.02
LR
-0.02
=0.04 T T T T T 1
0 1000 2000 3000 4000 5000 6000

Tim {sec)

Fig. 17: System response for A,; with PSS m Machine 4
and 2

Liner simulation results
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0.08
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0.04 n
0.02
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Del 13
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-0.04

T T T T 1
2000 3000 4000 5000 6000

Tim {sec)

T
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Fig. 18: System response for A, with PSS m Machine 4
and 2

01 Liner simulation results
0.08

0.06
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0.02

0
002
004 .
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Amplitmde

Del 15

1 T T T 1
2000 3000 4000 5000 6000

Tim (sec)

Fig. 19: System response for A,; with PSS in Machine 4
and 2 machine 4 and machine 2

Figure 16-19 system response when PSS located in
machine 4 and machine 2.

CONCLUSION

This study analyzes the possibility of use of Relative
Gain Array (RGA) and Genetic Algorithm (GA) for the
location of Power system stabilizers for damping
electromechanical oscillations in the multi machine power
system. The Relative Gain Array used to find out the best
input-output pairing which has the good control to damp
the critical modes. And also this mput-output pair 1s used
to minimize amount of interaction between the other
control loops if any.
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The Genetic algorithm search technique used in this
study is very effective for large scale power systems.

The results obtained wusing the test system
demonstrates the effectiveness of the proposed method.
The Relative Gain Array (RGA) analysis and Genetic
Algorithm (GA) is used in the Five- machine Eight-Bus FEl
Metawelly Malik test system to select the best possible
place for the location of the PSSs to damp the critical
modes.
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