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Abstract: Network technology is very popular now
because most offices and households use the internet for
communication and carry out their day-to-day
transactions. With the present high demand for internet
users, they may experience congestion because of the
increase in the number of users and demand on the
network. Hence, controlling congestion for
packet-switched data on the wired and wireless network
using an artificial intelligence technique is very important
to replace the current TCP protocols. This research used
the neural network technique to realize this goal by
training the model with some data set values which its
result was later compared with the predicted result. This
research works demonstrate great potential to control
congestion for packet-switched on both wired and
wireless networks. MATLAB was used for both the
training of genetic programming and the ANN simulation
for the prediction. When the message sent is higher than
the capacity of the router, it can cause congestion.
Therefore, this application is designed to be installed on
the server to control congestion before its occurrence and
congestion prediction. If some of the packets are queuing
up, the application controls it by passing a message to the
sender that congestion is about to occur along with the
link. Therefore, the sender adjusts the speed of
transmitting packets by reducing the level of the message
the sender is sending and the flow of packets is then
regulated.

INTRODUCTION

The advancement in networking technology and the
increase in the number of internet users make the internet
the fastest growing technology in recent time. It goes

across every facet of life: individuals, manufacturing
industries, banking sectors, educational sector, etc. With
an increase in the numbers of internet users, network
congestion is bound to occur; hence, technical congestion
control  is  needed  to  tackle  the  problem  that  limits the
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benefit of internet technology. Packet-switching is the
basis for the Internet Protocol (IP). The messages are
broken into small packets for easier transfer at the sending
end and later gather together on getting to the destination
end[1].

In networking, congestion is a problem that occurs on
shared networks when multiple users contend for access
gain to the same resources (bandwidth, buffers and
queue). In a communication channel, congestions lead to
packet loss, reduced throughput and channel quality
degradation. Hence, the congestion control scheme is
necessary to regulate the transfer of packets. It can be
defined as a state of network devices wherein the network
cannot guarantee the exchanged network performance for
the already established connections. It may be caused by
unforeseeable statistical variations in traffic flows or
faulty situations within the network[2]. Without traffic and
congestion control techniques, traffic from user node A
can exceed the network’s capacity, causing memory
buffers of network switches to overflow and leading to
data losses. Also, if the rate at which packets arrives and
queue-up exceeds the rate at which packets can be
distributed, the queue size increases without bound and
the delay faced by a packet goes to infinity.

A congestion control schemes is an algorithm used to
distribute the available resources between nodes within a
network. Advancement in technology resulted in a more
powerful computer with heterogeneous internet, hence,
smart and more intelligent TCP congestion control
technique is required to solve the congestion problem
experience  in  packet-switched  data  should  be
developed[3]. Artificial Neural Network (ANN) was used
in this research to address this problem. It’s a
mathematical structure consisting of interconnected
artificial neurons that mimics human characteristics on a
much smaller scale in how a biological neuron network or
human brain works. An ANN can be able to program base
on a specific algorithm. It can be used in carrying out a
task such as prediction, regression, classification,
clustering and others, depending on the researcher's
specification[4-6].

Literature review: There have been many significant
works on network congestion control management;
Deivanai and Sudha (2015)[7] used VANETs (Vehicular
Ad Hoc Networks) for controlling congestion by
designing a scheme that will allow time slots for beacons
and emergency messages. Even when the vehicle density
increases and the channel is easily exhausted, the scheme
would allow vehicles to transmit messages by
dynamically partitioning the beacon interval and
increasing the length of the transmission. Hence, with this
system, vehicles are allowed to relay emergency signals
without beacons[8]. One of the setbacks of this method is

that, while partitioning the beacon interval to increase
message’s transmission duration, the queue will keep
increasing at the beacon level[9].

Nicholas developed a multicast performance
assessment between PGM and MDP-CC under various
network conditions. The MDP-CC protocol is an
extension to the multicast dissemination protocol (MDP)
which is a negative acknowledgment oriented reliable
multicast (NORM) based protocol and has been
implemented by the US Naval Research Laboratory. MDP
was primarily used for fixed-rate operation and PGM has
the advantage over traditional Multicast protocols. It
ensures that the receivers in the group receives all packets
of data from a transmission or retransmission or can
detect unrecoverable loss of data packets.

Moreover, Ogbimi et al.[10] used a dynamic explicit
feedback model to control congestion by using the model
to keep the bandwidth stable which causes the flow
transmission through paths to be balanced. The model
must be monitored to ensure that the transmission is
always balanced but the system network may experience
congestion. The proposed model in this paper adopted the
open loop congestion control technique by using an
artificially intelligent technique which must have
predicted some area where congestion might occur due to
the learning from the previous scenario before the
occurrence and suggest a way of resolving the congestion.

Computer network congestion: A computer network or
data network is a telecommunication network that allows
computers to exchange or transfer data from one medium
to another. However, the network can also be referred to
as a group of two or more computer systems linked
together using LAN, WAN, MAN, etc. The review of
several research works has made it clear that
heterogeneous growth in internet use has been causing a
bottleneck in the transfer of packet-switched data,
resulting in queue or packet drop. The continuous
increment in queue leads to what is known as congestion.
Thus, congestion occurs when the number of packets
transmitted through the network approaches the network’s
packet handling capacity[11]. Network congestion in data
networking and queuing theory is the reduced quality of
service that occurs when a node on the network carries
more data than it can accommodate.

Causes of congestion: Congestion is bound whenever
one or even more network elements such as router
discarded packets, do not have buffer space. Hence, it can
not decide what data flow rate within a network can be
sustained between it source and the destination. If the
source transfers data at a rate that is too fast to be
managed between the source and the destination, one or
more  routers  may  start  queuing  the  packets  in  their 
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Fig. 1: Congestion of packet in a network

respective buffers. If the queuing up persists, the buffers
will become full and packets from the source will be
discarded, causing data losses[12].

Moreover, as the load exceeds the capacity of the
network, as shown in Fig. 1, the buffers in the routers
begin to fill up. This increases the response time (time is
taken data in the network to move between source and
destination) and decreases the throughput. Adding more
memory can also not help in some situations; if routers
have an infinite amount of memory, even then instead of
reducing congestion, it gets worse; as packet gets to the
output line at the head of the queue, they must have
already timed-out (repeatedly). All the packets will be
forwarded to the next router up to the destination and
increase the network load more and more[13, 3].

In a network, when a device sent a packet and did not
receive an acknowledgment from the recipient, in most
cases, it can be presumed that intermediate devices have
dropped the packets as a result of network congestion.
The source or intermediate router can infer the level of
congestion on the network by monitoring the rate at which
packets are sent but have not been acknowledged in a
network. In the following section, the ill effects of
congestion shall be discussed[13].

Effects of congestion: Congestion effects are in two basic
categories, namely throughput and delay. The throughput
increases linearly with the offered load because utilization
of the network increases as more packets are continuously
sent over the network. However, as the offered load
increases beyond a certain limit, like 65% of the
network’s capacity, the throughput decreases. If the load
provided increases further, a point would be reached when
no single packet is sent to any destination which is
commonly known as a deadlock situation[14].

An increase in offered load also increases the delay.
Whatever technique is used for congestion control, the
delay grows continuously (non-stop) as the load exceeds

the system capacity. Initially, it should be noticed that
there is a longer delay when implementing a congestion
control policy. However, the network can saturate at a
lower load without any congestion control[15].

Congestion control techniques: So, many factors cause
congestion in computer networking. Some of the most
common ones are packet loss, the delay caused by
overloading the buffer, defective hardware devices,
intermixing of old and new modern technologies and
unstable  bandwidth  flow  resulting  from  positive
feedback[10]. Congestion control of packet-switched data
on the wired and wireless network is referred to as the
congestion control mechanisms and techniques used to
keep the traffic below the network capacity. The
congestion control techniques can be divided into two
categories:

Open loop: The type of protocols under this category are
used to prevent or avoid the congestion of packets. This
is done to ensure that the systems (or network under
consideration) never experience congestion[16]. This kind
of system or protocol attempts to solve the problem by a
good design as in Fig. 2, to ensure that congestion did not
occur at all. The most important point here is that they
decide without considering the network's current state[16].
The open-loop algorithms are further divided base on the
function,  whether  it  acts  on  the  source  or  the
destination.

Closed loop: Unlike the open-loop system, the close loop
system uses protocols that allow the system to enter the
congested state, detect it and remove it. This category is
based on the concept of feedback. During operation
(packet transfer), some system parameters are measured
and feedback to portions of the subnet in the form of
acknowledgment so that it can take action to reduce the
congestion.
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Fig. 2: Open-loop system architecture

MATERIALS AND METHODS

Experimental setup: An Artificial Intelligence (AI)
technique and object- oriented programming and C-sharp
(C#) were used to develop a congestion control model that
can avoid queuing and reduce packet loss to the lowest
minimal level. The proposed model will be used to
monitor the flow of data, predict where there will be
congestion and immediately respond by notifying the
sender  to  stop/reduce  the  level  of  transmission.
MATLAB[17] was used for both the training of Genetic
Programming (GP) and the simulation of the ANN for the
prediction.

The model formulates rules or policies of when to
decide, accept traffic, discard it, make scheduling
decisions, etc. It forms the basis of the method that was
adopted in this proposed technique. Figure 3 shows the
flow chart of the mechanism of congestion control using
the AI technique. The congestion control system adopted
in this study is the open-loop system whereby congestion
is being avoided before it ever happens. Since a message
is broken into packets using packetization. Packets are
sent through the routers from source to destination(s). A
message is transmitted to the first router which acted as a
buffer. The message remains in the buffer for a while until
there is an available router that packets can be routed on
the way to their destinations. If the level of a message sent
is higher than the router’s capacity, it can cause
congestion.

The training process was carried out using an
artificial neural network in MATLAB. The training was
done by loading the data generated into the table provided
in MATLAB. After setting the epoch and the number of
hidden neurons, it generated the graph for performance
evaluation and the simulation was done after getting the
best performance evaluation. The extracted data used to
train the model and GP system will use data set that
reflects the past and present situation and the future buffer
utilization to achieve good training. Therefore, the data
set will be fragmented in windows and every window will
be  processed as a new sample. Every window includes an
account of buffer utilization in the previous instants and
future buffer utilization. The research result will be
summarized in intervals and every interval may be
represented by the maximum, the minimum and the mean
buffer utilization. Therefore, the prediction's accuracy can
be made; tables and graphs will be generated to show the
research work results.

Fig. 3: Flow chart mechanism for congestion control

RESULTS AND DISCUSSION

The training and prediction for this model were done
with MATLAB using the artificial intelligent technique
extracted and applied to the application interface designed
using  C#.  The  model  was  modified  and   applied  to
packet-switched data on the wired and wireless network
by setting the maximum value of packets at the wired
phase to be lower than that of the wireless network due to
larger-scale users of wireless networks. The following
modified parameters then modeled the model interface for
packet flow in packet-switched data of wired and wireless
network:

C The  maximum  value  of  packets  on  a  wired
network = 7

C The maximum value of packets on a wireless
network = 10

Figure 4 shown when messages have been sent
successfully without congestion while Fig. 5 displays a
warning sign that congestion is about to occur in any of
the routers. Suppose the total value of packets being sent
on the wired network is >7 or >10 on the wireless
network since the gradient on the trained value graph is
9.9679e06. In that case, it will automatically pop up a
warning window that congestion is about to occur in one
of the routers.

The training carried out for this research is to achieve
the objectives of the research. The order of generating the
result is through training, data prediction and graphical
analysis. Many tables and graphs were generated as a
result of model training. Also, each value in the tabular
cells represents the packet's level in the message that will 
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Fig. 4: Message successfully sent on both wired and wireless network

Fig. 5: Warning message for congestion about to occur

be sent to the desktop application designed to pop up the
notification window for the user. Moreover, the result
predicted by the model after training produced the
predicted results from the model after input the data
generated to test the validity of its performance. The
sample input to test was generated from the training data
to check whether the result will be correlated without
using any target.

Simulated  result:  After  setting  the  values  for  the
hidden  layer  for  getting  the  best  result,  the  training
was simulated. It generated the graphs in Fig. 6-8 which
show  the  result  of  the  best  validation  performance, 
the  training  regression  and  the  gradient,  respectively.
To  get  the  best  validation  performance  grade,  the
mean square error was used and the epoch was set at
1000.
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Fig. 6: The graphical result showing the best validation
performance

Figure 6 shows the Performance plot with the epochs,
the MSE (Mean Square Error) of the artificial neural
network has decreased. A well-trained ANN would have
a very low MSE at the end of the training phase which in
this design equals 0.0018133 at epoch zero. The
significance   of   MSE   being   very   small   (close   to 
zero)  is  the  expected  outputs  and  the  ANN's  outputs
for  the  training  set  have  become  very  close  to  each
other.

Figure 7 shows the neural network’s regression
models when test datasets differ from input_1, input_2,
input_3 and input_4. Figure 8 is the graphical result of the
gradient. These graphs visualize how well the predicted
value fits the actual output data and outlines the influence
of the increasing number of flows in predicting the
number of dropped data packets. It can be observed that
by increasing the intricacy of the network topologies, the
accuracy of the neural network congestion control
measures will justify implementing this artificial
intelligence predictor technique.

Fig. 7: The graphical result showing the regression
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Fig. 8: The graphical result showing the gradient

CONCLUSION

Effective congestion control in packet-switched data
of wired and wireless networks is an essential quality
expected in today’s network technology for fast and
accurate timing for the free flow of packets in a
communication network.

Therefore, the crucial problem of congestion control
of packet-switched data on the wired and wireless
network is considered. The artificial intelligent technique
was the main strategy used in this research to control
congestion in a computer network. This research achieved
some high-level training and prediction values for
packet-switched data on the wired and wireless network.
This work's approach accelerates congestion avoidance
and can make a dramatic decrease in the rate of packet
drops and possibly saves the time of retransmission. A
neural network technique was used to realize the goal of
determining at what level congestion of packets can
occur.

In the two scenarios (both on the wired and wireless
network), the model’s interface was used to test the
packet’s congestion level using the predicted value and
the error message was received successfully. Therefore,
the simulation result shows that this method is efficient
and effective in controlling congestion in applied
performance  congestion.  The  future  work  in  this
research will be looking into how an emergency message
can be detected and give priority in an emergency
scenario.
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