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Abstract: Text-based and content-based retrieval are considered as two main approaches of the image-based
retrieval. Challenges faced by both approaches direct researchers toward combined approaches and
semi-automatic retrieval by the collaboration of the user in the cycle of retrieval specifically in the field of

medical 1ssues. Therefore, in this study, a system of image retrieval 1s introduced which provides user with two
types of query based on keywords and images. After retrieval of the mitial results, proposed system performs

retrieval operation in a semantic manner and semi-automatically using feedbacks received from the user and
high level semantic tags allocated to the images. By means of a hierarchical ST and a type of learning by user

feedbacks, system 1s able to respond to diverse queries in the field of image retrieval. According to tests,

proposed system 1s of acceptable precision.
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INTRODUCTION

Image retrieval 1s an mmportant field of research which
attracted a lot of attention in recent years (Gevers and
Smeulders, 2004). Two basic approaches for image
retrieval is suggested by researchers: text-based and
content-based retrieval (Smeulders et al., 2000). In the
former, the process of retrieval 1s conducted by using
keyword and assigning them to the images and according
to it, format of the query of the user is by words. As such,
criterion of recognition of similarity between images is
through fitting keywords assigned to them (Muller et al.,
2001). These approaches face two main challenges
(Smeulders et al., 2000, Wenyin et al., 2001 ):

*  Time-consuming and expensiveness of the process
of assigning keywords to images

¢+ Optional selection of keywords representing the
umages by user

Content-based retrieval was introduced in response
to shortcomings of the above approach (Gevers et al.,
2004; Muller et al., 2001). In this type, retrieval process 1is
based on low-level visual features such as color, texture
and shape. The most significant advantage of this method
compared to the first method is the possibility of
extracting vectors of visual features in an automatic way
(Muller ef al., 2001; Figueiredo et al., 2001). This issue
improves the speed of the annotation of the images

considerably. However, content-based retrieval faces
serious challenges that is the presence of semantic gap
between low and high-level visual features of the images
(Smeulders et al., 2000, Figueiredo ef al, 2001). Such
challenges directed researchers toward using combined
and semi-automatic approaches of retrieval by
collaboration of the user in the cycle of retrieval
(Wenyn et al., 2001; Hyvonen ef al., 2004; Shevade ef al.,
2003). In this way, semi-automatic retrieval by user
collaboration in the cycle of retrieval and combined usage
of keywords and low-level visual features for description
of images 1s the mamn 1ssue of this study. Collaboration of
user in the cycle of retrieval in the form of relevance
feedbacks leads to improvement of precision and
efficiency of the process of retrieval (Brahmi and Ziou,
2004; Xu et al., 2003; Panagi and Dasiopoulou, 2006).

In this study, a system of image retrieval is presented
which conducts lung image retrieval in a semi-automatic
manner using user’s relevance feedbacks and high-level
semantic tags as signed to images.

Literature review: Available systems of image retrieval
are either based on text-based approach (Muller et af.,
2001) or content-based ones (Gevers er al, 2004,
Figueiredo et al., 2001). A group of systems use the
combination of images as well (Xu et al,, 2003; Panagi and
Dasiopoulou, 2006). Using keywords for retrieval 1s
considered by researchers owing to bemng user-friendly
and inherent nature of the words and query through them
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will yield suitable results. Of course, this method can be
combined with methods of visual content search, so that,
user can have further control over the search. In thus
way, relevance feedback is one of the complementary
techniques in the field of semantic retrieval of the
umages which brings the retrieval process close to user
request by using user opinions in a semantic manner
(Zhu et al., 2000, Ton et al, 2007, Agarwal et al., 2013).
Basis of the performance of the presented retrieval system
of thus research 1s using the method of relevance feedback
and performing a type of learning operation in each stage
of interactive retrieval. By Hentschel et al. (2006) in a
manner similar to the proposed method, problem of
retrieval 1s addressed mn literature based on feedback
umages. In this system, a type of one-to-one relationship
between semantic classes and image groups having
common semantic tags is disseminated. Tn fact, this
system groups mmages based on relevant and irelevant
feedbacks of user and therefore in the context of learming
it is in line with the proposed system but it differs from it
in using learning method due to certain issues of
grouping. Moreover, mn the context of supervised
learming, Carneiro et al. (2007) provides a new method
using a semantic dictionary for application of retrieval
systems which includes a learning method for estimation
of the probable distribution of content in relation to the
images of the database. Learning process of the aforesaid
method operates based on the semantic classes assigned
to images. Furthermore, similar to the proposed system,
(Bor1 and Litti, 2012; Wenyin ef al., 2001; Lu et al., 2000,
Yeang et al., 2001; Carneiro and Vasconcelos, 2005) used
methods of relevance feedback in both text-based and
content-based contexts and in this way, they don’t
provide the absolutely semantic performance intended by
the proposed system, so that, in Wenyin et al. (2001),
weighted sum of the similarity based on keywords and
visual features are used for evaluation of the percent of
similarity between the image and the query. Performance
of the system for semantic query 1s based on the exact
adaptation of the words and as such, it loses the
possibility of retrieval of images corresponding to query
solely due to assigmng other tags to those inages.
Lu et al (2000), Puviarasan ef al. (2014), Wang and Zang
(2012), Borji and Litti (2013), Liuand Yang (2013)use a
similarity metric for measurement of the overall relation
between an image with the actual aim of the user by
keywords low-level content. In this metric,
relationship similarity is explored for exact adaptation of
the query keywords and semantic and visual similarity of

and

the database image with relevant and urelevant sets
obtained from user mteraction. In line with this issue n
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the context of combined usage of meaning and visual
features of the image, a research 1s conducted by
Petrakis ef al. (2006) which provides a standard framework
in accordance with this usage. Performance of the system
is based on assigning combinations of meaning and
visual content of the organized and hierarchical parts of
the mmage. A system 1s introduced by Shah-Hosseru
(2007) which utilizes the technique of relevant feedback
for directing content searches based on visual features in
about visual queries in next stages of the mteraction
toward semantic searches. In this system, images of the
database belong to semantic classes with varying levels
of the relevance and imitial search is done based on
content characteristics of the images. It must be pointed
out that method of highlighting relevance feedbacks
in this system is relative and gets a value between
0and 1.

Similarly, a method 1s introduced by Xiang and Zhou
which uses the method of relevance feedback and query
based on keyword and low-level visual content. This
algorithm is called Word Association via. Relevance
Feedback or (WARF). In this research, thesaurus (a type
of keywords) 1s created automatically based on statistical
analysis of the frequency of the keyword as well as that
of relevant words. Of course, in this system, capability of
construction of the network based on WARF 1s made
possible after presenting user feedbacks with more than
one relevant image. Similar to the proposed system, the
most important source of semantic information and
comprehending the user 1s through mteraction with lnm.
In Table 1 as can be seen the summary of methods of
retrieval of high-level images in medicine.

In a manner similar to the application of ST in the
proposed system, Carneiro and Vasconcelos (2005b)
presents a dynamic semantic hierarchy as well as a metric
of semantic similarity for improvement of the precision of
the semantic adaptation in a retrieval operation. ST used
1n this study mcludes semantic relations of the image with
a set of relevant keywords so that similarities of the
system are addressed in two forms word-word similarity
and tags and queries of the user. First, retrieval is
performed by exact adaptation of query keywords and
that of ST and then, after mteraction with user, keywords
assigned to relevant and irrelevant images serve as
another query for finding better results. Tn general,
considerable diversity of inages and meanings contained
in them ignorance of synonym tags and polysemy are
important shortcomings of methods presented in this
field (Xu et al., 2003, Carneiro and Vasconcelos,
2005a, b) (Puviarasan et af., 2014; Puviarasan et af., 2014,
Wang and Zhang, 2012; Hill et al., 2012).
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Table 1: Summary of methods of retrieval of high-level images in medicine

Category/representations/cues

References

Photometric
Grayscale and color

Histograms (Comaniciu et of., 1999, Lim and Chevallet, 2005, Shyu et al, 199%;

Cauvin et al., 2003)
Moments (Zhu et ., 2003; Mao and Jain, 1992)
Block-based (Guld et af., 2005; Tubbers et af., 2004; Doyle et of., 2007)

Texture

Texture co-occurrence (Cauvin et ., 2003; Gletsos et al., 2003; Zhu et af., 2003;

Rahman et ., 2007, Mao and Jain, 1992)

Fourier power spectrum (Zhu et al., 2003)

Gabor features (Shyu et af., 1999; Gletsos et al., 2003)
Wavelet-based (Lim and Chevallet, 20035)

Haralick’s statistical features (Balmachnova et al., 2007)
Tarnura features (Lubbers ef ai., 2004)

Multiresolution autoregressive model ( Comaniciu et af., 1999

Geometric
Point sets
Contours/curves

Shape spaces (Antani et ai., 20041)
Polygon approximation (Balmachnova et ., 2007)

Edge histograms (Cauvin et «f., 2003; Mao and Jain, 1992; Qian and Tagare, 2005)
Fourier-based (Shyu et al., 1999, Cauvin et af., 2003; Balmachnova et af., 2007)
Curvature scale space (Golland ef ad., 2005)

Surfaces

Level sets/distance transforms (Gletsos ef ., 2003; Bansal ef al., 2007)

Gaussian random fields (Toews and Arbel, 2007)

Regions and parts

Statistical anatomical parts model (Pokrajac et ., 2005)

Wavelet-based region descriptors (Huang ef af., 2005)
Spatial distributions of ROIs (Sasso et ai., 2005)

Other

Global shape (size, eccentricity, concavity, etc.) (Cauvin et ., 2003; Guld et af., 2005

Qian and Tagare, 2005; Liu and Yang, 2013)

Morphological (Gletsos ef d., 2003;Agarwal et al., 2007, Kwak ef al., 2002)

Location and spatial relationships (Guld et al., 2005; Gletsos et af., 2003; Liu and Yang,
2013; Agarwal et of., 2007; Chaturvedi et af., 2014)

MATERIALS AND METHODS

Proposed model: Since, it is possible to present two types
of query based on keywords and sample image n this
system, its performance differs according to the used
query. In fact, by presenting two forms of queries,
proposed system intents to complete the process of
semantic retrieval in such a way that even in the mode of
umage query it can replace the process of semantic query
with content one based on low-level visual features of the
images. For a type of learning from user, proposed system
applies a method of relevance feedback and a hierarchical
ST including the set of synonyms as semantic nodes of
the network to iumprove its efficiency m retrieval of
relevant images. In this way, process of image retrieval
vields results m highest level of to the
meamng mtended by users m accordance with the

relevance

specific structure of ST as well as considering relevance
feedbacks of users presented either directly or indirectly
for retrieved images. Robustness of the proposed system
for semantic retrieval and supporting the capability of
retrieval of synonyms illustrates a semantic concept and
clarification of the meaning of words based on their
membership in a certain semantic group due to the used
ST and its operational robustness for semantic retrievals
through calculation of ST among semantic nodes of ST
and using these similarities for a new query based on
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meanings assigned to a feedback image. In addition, 1t is
possible to retrieve images relevant to the query of the
user based on exact and mnexact adaptation in the form of
ST with keywords assigned to them if there 1s no direct
result rather than random retrieval. Moreover, due to
presence of a unique identity for each set of semantic
synonyms in the hierarchical structure of the proposed
system, it is possible to use polysemy. Relationships of
this study can be considered as the generalized form of
Rocchio (Luet al., 2000, Cameiro and Vasconcelos, 2005a,
b). Weighted sums applied for above relations are all
relative and in fact, they express the relative weight of
each node 1n expression of the meaning of the image. In
similarity section, weight values mmply to the relative
validity of the query keywords m corresponding node. In
this way, conceptual umit based on relevance feedbacks
presented in each stage conduct conceptual retrievals
which are closer to the meanings intended by user.

Model components: Main components of the proposed
system are ST, search engine and conceptual unit.
Figure 1 illustrates the main components of the proposed
system and the way they are connected to each other.
Sample images and Keyword query are determined by
Hierarclucal ST as well as a commurucation
network for connecting meamngs available m ST to
images of database. Search engine retrieves the images

User.
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Fig. 1: Mamn compenents of proposed model

based on the type of query like semantic and content and
information networle. The Q-ST is semantic similarity that
determined by red rectangle

According to Fig. 1, user communicates with the query
unit of user interface through query. In this system,
system information network including visual database,
hierarchical ST as well as a commumcation network for
comnecting meanings available mn ST to images of
database, so that, search engine retrieves the images
based on the type of query and information networle. Unit
of content search 1s launched by search engine and after
this stage, retrieved iumages are shown to the user and
through the unit of relevance feedback, user provides
feedbacks for retrieved images based on similarity to the
mtended meamng. Based on the type of mitial query,
content unit decomposes the factors contributing to new
query and presents to the unit of query modification. For
query based on sample mmage, set of positive and
negative feedback samples and for query based on
keywords, set of positive and negative samples are used
in addition to the initial query for making the new query.
Unit of query modification computes the ST of database
images with new modified query accordng to above
factors and information network of and accordmngly, it
retrieves new images which are closer to the meanings
intended by user. Unit of query modification is allocated
to a type of learning from user’s feedback for
umnproverment of the results of current retrieval in the form
of valuation of the images of the database according to
the value of ST to factors contributing to the new queries
obtained from the previous stage of mteractive retrieval.
In what follows, main components of the proposed
system and their performance are explained in detail.

Semantic Tree (ST): ST is one of the most important
components of the proposed system. ST used m this
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method can be regarded as a tree whose node are
organized as synonym keywords and
comection of nodes based on a correct hierarchy of
generalization-specialization relations, so that, general
concepts are in higher level of hierarchy and more specific
ones are in lower levels. In this ST, each node includes
several synonyms and a membership level or a weight 15
assigned to each of the keywords of the node for
belonging to the group.

Tt must be noted that proposed method tries to present
an efficient solution for retrieval of image with lugh level
of meamngs and since, concepts corresponding to the
dimensions of the lung fall within the category of high
level concepts, STs containing such concepts are used in
the proposed system. Figure 2 represents a part of ST
used mn this research.

In proposed system, each image is not assigned to
each of the keywords available in ST. But each image is
related to each of the nodes of the network with a specific
weight and as stated earlier, it mcludes a set of synonyms.
Therefore, in the proposed system, two weight sets are
defined and used in this stage:

a set of

Weight values yield the membership level and validity
of the synonym keywords in each ST node

Weight values illustrate the relationship between each
node and mmages of the database which imply to the
ability of the set of synonyms to express the content
of the meaning of images

Using the hierarchical structure, in addition to the
benefit of retrieval of synonyms and clarification of the
meaning of words which can be inferred by the set
embedded in 1t, similarity of keywords can be found from
the general relationship as well as their belonging to
various hierarchies, so that, two keywords belonging to
different hierarchies have no common ST. In other words,
there is a parent-child relationship between levels of ST
and 1t 1s clear that each semantic set in lower levels which
are themselves cluld of another semantic set of lugher
levels, inherit characteristics of their parent. Regarding ST
of two keywords in a hierarchy, it can be said that the
nearest common ancestor determines the similarity
between them and due to the heritage relationship, they
have common specifications of the common ancestor. Tt
must be noted that used ST addressed the issue of
polysemy to some extent and a word with different
meanings can be in different semantic sets.

For updating, ST is initially adjusted manually
with synonyms of semantic nodes of the network
as well as their membership validity in corresponding
nodes.
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Fig. 2: A hierarchical ST for lung diseases based on keywords

Extension of 5T is done semi-automatically with the
aid of user, so that, at the entrance of a new research and
or if the keywords used in query is not available m ST
structure, user is asked to provide to keywords one of
which will be a generalization of the new word and
another one 18 a synonym for it. If a synonym 1s present
i 3T for that word, new word 1s added as a new synonym
in the level of corresponding node and if it is present,
only a generalization of it will be added to the node as a
new characteristic of the semantic node or its child in ST
and all relationships of the generalization node are
extended to the characteristic node. If synonym concepts
or a generalization of the new word 1s not available in
network structure, new keyword can create a new branch
i hierarchical structure, so that, by entering other
meanings to this semantic field, this hierarchy is
completed and ST will be more comprehensive.

Simantic Similarity (Q_St): In proposed systemn, user 1s
allowed to provide two types of text queries. In this case,
for retrieval of images, keywords are first searched in ST
and after finding nodes containing them, images relevant
to the nodes are valued according to their nodes.

To find the weight of each image of database in
similarity with query, two weight values; image (j), node
(k), value (1) and node (k) are used. In other words, both
the membership level of keyword 1 and relevance weight
of the image j to semantic node k contribute to the
similarity of image i and keyword k. After calculation of
the value of all images of the database according to the
obtamed values in a descending manner, so that, based
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on and arbitrary number expressed by user, the most
valuable images of the set can be retrieved. Since, OR
operation 1s used, there 18 no limitation for gaining high
value among images to be retrieved.

Regarding and operation, the method is different so
that by considering AND relationship between query
keywords, user explicitly states that he asks for images
with a meaning comprising of all keywords. In this case,
keywords are searched in ST individually and after finding
nodes contaiming them, relevant images are valued
according to the weight. However, since, user requires the
combination of words and asks for images which include
all mtended keywords, final value of images 1s computed
according to ranks.

After computation of the final value, each of the
images which gain higher value according to the
relevance represents higher level of the meaning intended
by user. In this way, images re ranked according to their
value to be presented to the user. On this basis, images
which gain higher value in ranking attain in general higher
percent of the meaning intended by user.

Content similarity: In this study, two methods graphing
and image processing are used for searching content and
finally, their results are compared and the precision of the
algorithm will be computed. In next studies, various
stages of each method are described.

Graphing: The first step is to draw the graph
corresponding to the image n two steps. First step 18 to
determine the boundary points of the graph. For this end,
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points of image edges are used. Second step is to find
lines between points for which algorithms based on
Mimmum Cost of Path (MCP) are used. [t must be pomted
out that each image of lung 1s divided mto two parts right
and left and all stages are applied to each part of the
image and the result is the sum of the results of both
parts.

Finally, we have a set as follows m which N 15 the
number of points (graph vertices) and a cost function is
defined between each two points which is computed
using MCP Algorithm.

Boundary points: In image of both normal and abnormal
lungs, key points are determined and for this, points
located mn edges of the unage are used so that imtially, all
boundary pomts are determined and then, points which
are critical are extracted from them. Of course, this stage
is completed manually by an expert and it can be
automated using a method such as artificial neural
networks and genetic algorithm.

Lines between points: At this stage, points determined in
previous step will be connected to each other. For this
purpose, various algorithms based on MCP are used and
algorithm wused i tlus research 13 explamed in
algorithm 1. Finally, points are considered as the vertices
of the graph and the distance between two points is
taken as the weight of the line between them. Final
arrangement after applying algorithm 1s depicted in Fig. 3
and 4.

Algorithm 1: MCP

MCP (c)

L.insert (All points)

While (L)

M-L

M.distance (all remaining points)
L.nearest_point

Exit (0)

Determination of the area of tumor: In this step, graph
obtained previously is processed This step has two
parts. First, boundaries of the tumor are highlighted by
dashed line and second, area of the highlighted region 1s
computed. These two stages are explained.

This step is also accomplished in two parts. In first
step, center of the image 1s determined and its distance
from all vertices of the graph are computed and distances
are arranged in array in a manner that highest point is
taken as starting point and its distance from the center is
written 1n the first cell and then, we move clockwise and
find the values of other arrays. In Fig. 4, distance between
graph vertices and image center are determined by red
lines.
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Fig. 3: Boundary points small rectangles are points and
considered as the vertices of the graph pomts are
connected by red lnes

Fig. 4: Red lines are representation of the distance
between graph vertices and image center. The
graph vertices are shown by small rectangles

At the end of this step, two arrays are created as a and
b whose elements are the distances between the center of
each image and graph vertices. In the next step, two
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arrays created in the first step are compared to each other
and if the difference between two analogous elements
exceeds a threshold value, it will be regarded as the sign
of the presence of an abnormal tumor in lung. This
threshold is obtained using a trial and error method and in
tests, this value is set equal to 5.

Therefore, at the end of this step, difference between
distances are computed and compared to the threshold
value and if it is more than the threshold, analogue
vertices are marked as shown in Fig. 5 and consequently,
tumor region is determined.

Area of tumor: For this step, triangulation method is
used. As can be seen in Fig. 5, each image is divided into
many triangles whose area can be calculated and by
summing them up, overall area can be found. For
this end, overall area relation is used. Calculation is
performed for both images and then, area of both image is
obtained and their difference will give the area of the
tumor.

Previous stages are done using graphing method and
area of the tumor is obtained To determine that how
precise 1s the work, above stages are completed using a
method common in image processing. At the end, results
are compared and the precision 1s evaluated. The method
used here includes two steps. First, boundary of tumors
is determined, so that, the region of tumor can be clearly
separated from the other parts of the image. Then, area of
the extracted region i1s computed.

Separation of the tumor: For this purpose, separation by
colors 1s used. In this way, difference mn color of the
normal and abnormal images determine the tumor. As can
be observed mn Fig. 6, dashed lined region of the Fig. 5 1s
separated from the other parts using the method of color
separation.

Since, middle colors are moderated, values of the
elements of the array are in white and black and middle
and gray points are deleted. Consequently, by counting
the number of pixels available in white region, area of the
tumor will be obtamned.

Semantic similarity based on keywords: Conceptual unit
15 another mam component of the proposed system.
By receiving user feedbacks during retrieval, this umit
performs a type of learning from the behavior of user for
recognition of the meanings denoted in the image. In
proposed system, conceptual umit 1s able to direct the
cycle of retrieval in a semantic way i both
modes of query and hence, its performance differs in
keyword-based and image-based query. the
keyword-based query by considering imtial queries and

In
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Fig. 5: The gray shape represents the margins of the
tumor by using points and red line out of the area

Fig. 6: Separation of tumors using the method of color
separation
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meaning assigned to the feedback image, conceptual unit
is able to provide an absolutely semantic retrieval and
also 1n image-based query, proposed system delegates
the retrieval process after the first step which was done in
content-based manner from the visual content into the
semantic field. Tn reality, conceptual unit of the proposed
system provides a more complete query which explicitly
expresses the opimons of the user and as a result,
conceptual unit of the proposed system enables user to
have control over the process of retrieval.

The method of research in this study 1s, so that, after
ranking mmages of the database based on the query of
user using the method described above, images having
highest ranks are shown to the user and user assigns
relevant and wrelevant tags to each of them. After
receiving and processing feedbacks of the user and
learning from him, unit applies changes to the weight and
rank relations. This process is repeated in several
sessions until the user is completely satisfied. While user
searches many words by assuming and between them, he
in fact states that he needs images which include all given
keywords. Tn this case, three factors contribute to the
refine of the query and determination of the new value of
the images of the database:

Similarity between each image and the relevant set of
umages

Similarity between each image and the wrelevant set of
images

Similarity between each image and the initial queries of
the user

Positioning shows the way initial query and value of
images of the database are refined according to aforesaid
components when and operation is used for combination
of the keywords. In tlis method, nearest common
ancestor of two semantic nodes represents the ST
between them. Indeed, the goal is to fine the ST between
meaning nodes. According to this relation, the important
1ssue in the similarity of two nodes in ST 15 their Nearest
Ancestor (NA). Tt must be explained that in conditions,
two semantic nodes are adapted, NA value will be equal
to the maximum depth of the hierarchy. As such, relations
which utilize the concept of NA can be considered as
instances with the ability to compute the exact adaptation
as well as ST between semantic sets. As stated earlier,
principle of caleulation for obtaining queries closer to user
opimon relies upon the ST between keywords assigned to
the feedback images and other images of the database
according to keywords expressing their semantic content.
The method 1s, so that, in inage database, unages are
valued based on current queries and relevance feedbacks
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in the form of relevant and irrelevant tags assigned by the
user. According to this relationship, highest level of ST is
obtained between each node of the semantic nodes of
image ] and then average of the similarities for all images
of the relevant set is evaluated for the first part of the
relationship for the irrelevant set, this average is
calculated as well and finally, two values are added to the
similarity which represents the similarity between image j
and user query. In other words, positioning calculates the
ST of image j and the set of relevant and irrelevant images
as well as all keywords available m imtial query when
using and operator.

RESULTS AND DISCUSSION

Similarity weight: Moreover, sumilarity weight describes
the way database images are valued by their similarity
level with the initial query of the user. For this purpose,
default value 13 set equal to 0.01 which 15 necessary for
evaluation of the semantic validity of each semantic node
in image by and operation, so that, the image j can
represent all meanings intended by the user if it is
retrieved to present to the user. Selection of the above
value as default 1s in accordance with experimental
studies. Finally, after evaluation of all images for a more
conceptual retrieval, averaging operation is necessary, so
that, the score of the image be assigned based on the
score of images and another retrieval be performed based
on this ranking.

When a user presents many using or operation as
mtial query, three aforesaid factors contribute to the
determination of the new value of each of the image of the
database from the point of view of their adaptation to the
needs of the user. Of course, in this step, comparisons are
somehow different and averaging is not necessary, so
that using the maximum value for all comparisons between
semantic nodes, since, the query is in or mode, obtained
result is demanded by the user because in this case, ST
suffices even with one of the search keywords.

Relationship of similarity weight illustrates the method
of refining initial query and calculation of the new value
for each of the database images according to above said
compenents when or operation 1s used for combination of
keywords.

According to this relation, first, maximum value of ST
between each node j of image k in the relevant set and
semantic nodes assigned to image j of the database and
then, maximum value of the obtamned similarities 1is
calculated using similarities obtained fir all semantic
nodes of image k and meanings of image j. Finally,
maximum value of similarity between all relevant image
and image j 1s obtamed for the first part of the relation and
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Table 2: Symbols used in text

Symbol Description

N No. of keywords in user queries

K No. of images of relevant set

L No. of images of irrelevant set

T; Meaning i assigned to database j

K Meaning j assigned to database k

L Meaning j assigned to image | of irrelevant set

Q; Meaning j comresponding to one of the keywords
P={pi. Py - P} Graph vertices

A={a, a, ..., a,} Distance between vertices and center in normal lung
B={b, by ... b} Distance between vertices and center in abnormal hung
d==R Distance to center to calculate tumor area
C(x)=>R Cost function

ab,c Triangle components, sides

s = (atb+c)(2)

Sqrts(s-a)s-b)s-c))

MCP(c) L.insert (All points(While (L)

M-~L m.distance (all_rernaining_points) L.nearest_point

Exit (0)

Rank 1

Max. depth

NA

Node (k).value (i)

Node (k).value (1)

Node (k). Image ()

Weight (T) = node (k).value (i)*node (k).Image (j)
node(k).rank(surn)

Rank () = node(k).rank(sum)/mn

Weight (I{ = sumy, (sum; (max (NAy; /Depth p.) (Value /sum (Value )
Value /sum (Value i))Ym)/k-Sumg (sum; (max (NA g g/Depthyg,)
(Value i/sum (Value ;) Value ;/sum (Value ; )/m)/LA(1, Qs
Similarity = scoretMax (NA j o/Max Depth)

(value /Sum value) (QySumg)¥Num

Weight (I (=Maxy (Max; (max; (NA j; /Depth y,,)

(Value y/sum (value ) value y/sum (value g)))-

Max;, (Max; (max; (NA g 1; /Depth y,,) (value y/sum(value )
value /sum (value (DD, Q) siaiy

(3, Q) Sttty = Max j (Max T (NA 1, 1/Depth pge)

(value j/sum (value 5) (Q¢Sumg;)

Weight (I (=Max (Sum, (max; (NA j; /Depth y,,)

(value j'sum (value ;)) value y/sum(value ¢;)/i))-

Mazx;, (Sum, (max; (NA g 1 /Depth ., )(Value /sum (value )
value | /sum (value ; Y iINHE, Q) sy

Triangle relations
Overall area
MCP algorithm

Value of image j

Maximurn depth in semantic hierarchy

Depth of nearest ancestors of i and j semantic sets

Value of image j

Weight of keyword i in sernantic node k

Relevance weight of image j with semantic node k
Weighting valuation

Value of image j in semantic node k including a keyword
Ranking

Positioning

Rimilarity weight

Re weighting

Kimilarity

Valuation of input image

sinilarly, relation 1s repeated for irrelevant set. In other
words, relationship is based on calculation of the value of
image j with sets of relevant and irrelevant through
similarity to even one of the concepts assigned to images
as well as ST to even one of the keywords of query which
can be effective when using or operation. In thus case, for
similarity, value of each of the database images with
respect to their similarity to iitial query of the user can be
calculated using the re weighting. Tn Table 2 as can be
seen the symbols used in this text.

Using the maximum value of the similarity weight and
re weighting 15 because the high level of similanty
between image of database and images of relevant set,
urelevant set and query suffices, since or operator 1s used
for obtaining results.

Semantic similarity based on user image: Function of the
conceptual umt of this study 1s sunilar to keyword-based
query and relies upon the feedback images of the user
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except that n method explamed previously, semantic
value of the database 1mage 1s evaluated according to the
images of the relevant and irrelevant sets as well as the
imitial query while in query based on sample 1mage, final
value of the database image is obtained using sample
image, final value of the database image 1s obtained using
meanings assigned to the relevant and irrelevant sets. In
this case, since, the imitial query 1s based on the sample
image, it is not possible to directly refer to keyword-based
query and therefore, learning operation utilizes solely
relevant and irrelevant sets. In other words, in this case,
image-based query 1s replaced by a new query based of
semantic search. Tn this step, two factors contribute to the
determination of the new value of each mmage of database
and ordering them:

Value of ST of each image to relevant set
Value of ST of each image to urelevant set

¢ Valuation of the input image
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According to two factors and the operation of
valuating images based on ST as the nearest ancestor of
semantic sets of two images, valuation of the input image
represents the way conceptual unit performs for
calculation of the value of each of the images of the
database in image-based query. According to this
relation, only meamings assigned to the relevant and
urelevant sets contribute to the valuation of the database
image and hence, content similarity of the sample image
and database images is less taken into account.

According to the relation, first, the maximum values
of similarity between each semantic node and those of the
image j of the database is found and then average of these
values for all semantic nodes of the relevant image is
calculated. Finally, maximum similarity between relevant
umages and mmage j is calculated as the first part of the
relation. For the second part, ST of the image is
investigated by the irrelevant set. In fact, according to
thus relation, value of each mmage of database 1s calculated
based on the conceptual similarity to at least one of the
images of the relevant and irrelevant sets and of course
by considering all meanings of the
corresponding image.

available

Implementation and testing: Lung Image Database
Consortium (LIDC) has a database which includes CT
images of lung and mformation about nodules which are
shown in these images including notes of 9 physicians
about characteristics of nodules calcification, internal
structure, level of precision, lobules, margin, sphericity
coefficient, maligmity and speculation.

All of these characteristics are ranked in 1-5 range
with integers except calcification which is ranked
i 1-6 range. Looking to the histograms of these
characteristics (Fig. 7), we will find out that many of them
including calcification, internal structure, precision and
speculation are mainly in one or two main values.
Therefore, when we try to evaluate the correlation
between characteristics of 1image and ranking of
physicians, these rankings don’t help considerably.

Data were decomposed into 90 cases each of
which having 100-400 DICOM images and an XML
data file contaming physician notes. Data were
extracted from XML and centroid calculation was
used for determination of images with the same
nodule.

After that, nodule inages were extracted from full-size
CT scans of lung. In this way, DICOM files were extracted
from nodules together with a set of XML files with all data
corresponding to features, physicians notes and metadata
for each of the nodule images.

All nodule images which were smaller than 5x5
(about 3x3 mm) were eliminated since images which
are so small carmot provide meaningful data about texture
(same mimmum size 18 used by Kim ef al. (2002).

After elimination of these images and those having
numerous lines, final database included 2424 images from
141 umique nodules. Average size of images 15 15%15
pixels and actual average size of the image 1s about
10%10 mm. Smallest nodules are about 3*3 mm while
largest size is more than 70x70 mm. The 88% of the images
are 2020 mm.
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Fig. 7: Histogram of unages; a) Calculation;, b) Internal structure; ¢) Lobulation; d) Maligancy; e) Marin; ) Sphericity;
g) Spiculation; h) Subtlety and 1) Texture
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User interface was written in C# and NET framework
and started as a simple viewer for study of the image and
then, it was extended for comparison of two images along
with each other. After that, calculation of the distance n
feature vector was added as a way for evaluation of the
similarity between images.

As next step, a CBIR program which allows user to
select a query image and a threshold. Then, program
analyzed all of the images and applies similarity criteria
and determines the closest image to the query image. All
umages which have distance exceeding the threshold are
cancelled out and then, remaming images are ranked from
closest image to query image to farthest image with
respect to query image. This interface also allows users to
select a texture description which has the vector of
features.

Figure 8 shows that when we change some of the
retrieved items, Gabor and Markov function in a relatively
same manner and when an item is retrieved, best average
precision 1s about 88%. Figure 7 also shows that when the
mumber of retrieved images is <5, Markov has a function
similar to Gabor. However, if 5 and 10 images are retrieved,
Gabor shows significant improvement compared to
Markov. When retrieving an item, co-occurrence matrixes
with average precision as much as 29% perform
considerably better than Gabor and Markov. A probable
explanation for it is that co-occurrence model encodes
texture information m a global level while both Gabor and
Markov are calculated in pixel level.

Tests performed in this step for keyword-based query
are for both cases of applying and and or operations and
of course random selection of the keywords. At the
beginning of query, usesr enters keywords and in each
stage of retrieval, presents his opinions in the form of

and “irrelevant”.
Similarly, for content-based search user first selects

relevance feedback as “relevant”
images as sample for query and then, continues his
interaction with system through feedback of the images as
“relevant” and “irrelevant”. In both cases, user repeats
interaction stages until achieving satisfaction from
retrieval results. It must be noted that ST structure 1s a
dynamic structure with the ability to extend m the form of
synonym keywords and in a more general form in various
semantic fields and hence, it will be possible to use the
proposed system with databases with different semantic
concepts.

Figure 9 illustrates a schematic of the proposed
system of retrieval in responding to keyword-based query
with “asthma” as query. In this way, Fig. 9 illustrates the
schematic of the proposed system in query mode based
on the sample image.

In this case, images are retrieved based on content
query and 1n the form of visual similarity with the query
umage.

In this system, user starts another semantic retrieval.
In performed tests, random cuery is evaluated in two
query modes by keyword with or and and operators as
well as query with sample image for both semantic and
content searches for interaction with user.

In this step, according to the aim of the system of
image retrieval including presenting semantic retrievals
and satisfying users about therr asked meanings. Tests
are performed m the form of meamng and visual content
of images for showing the efficiency of the aforesaid
system in the form of meaning. Tn other words, expression
of the performance of the proposed system in case
it 1s started by keyword-based query and continues
m absolutely semantic form by referring to meanings
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100 (a)—Haralick --- Gabor —- Markov i ) ,..-- 1oo (c) .
3 50 60 - T
; 40 40 \/
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Fig. 8 Investigation of the retrieval algorithm; a) Image retrived; b) Images size and ¢) Matching texture rating
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Fig. 9: System of image retrieval in query mode based on keyword
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Fig. 10: System of umage retrieval in query mode based on
images. The top image is query image and the
others are similar image based on top image. The
red lines show the place of nodules in different
umages

corresponding to feedback images through conceptual
unit 18 compared to another state of the system started
with a visual query and then, shifted by conceptual umt
from image context and low-level visual content to
meaning context through relevance feedback of the user
(Fig. 10).

Figure 10, system of image retrieval in query mode
based on images. The top image is query image and the
others are similar image based on top image. The red lines
show the place of nodules in different images.

For the sake of comparison of two methods of
classification and change of the color, precision is
measured. For this end, areas calculated by two methods
are compared and results are shown in Fig. 11 and 12. For
calculation of the error of the method, table of symbols 1s
used.

This difference is due to limited number of points
taken in first method as graph vertices. As number of
points increase and distances of the selected points
decrease, area will be calculated more precisely. Of course,
as can be seen in Fig. 12 as the size of the tumor
increases, precision increases accordingly. This algorithm
performs well in low level of noises and doesn’t need
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Fig. 12: Results of the proposed method for four sample
images

large memories and it is so fast that, it can be used in
health care centers and its precision exceeds 90%. ROC
diagram is represented i Fig. 11. It is evident that diagram
corresponding to the first method 18 more umiform which
shows its superiority and normality of the proposed
method.

For completing the comparison of the meaning-based
retrieval and visual content of the images, performance of
the system is compared to the case of content-based
search. In this case, after retrieval of the images based on
characteristics of the low-level of color, next stages of the
interaction continue without taking nto account the
meamngs listed n feedback 1mages like systems based on
content. According to results, precision of the proposed
system can be represented in several stages of the
semantic retrieval for all three cases in Fig. 13.
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Fig. 13: Precision recall diagram of the proposed system performance of the system 1s better in keyword-based query;
a) Used keyword query, b) Used mnage query and ¢) Used keyword+image query

As can be seen in keyword-based query, proposed
method has an acceptable performance in
retrieval and in image-based query, due to low precision
of the content search for semantic retrieval of the image,
precision of retrieval in presented precision recall diagram
15 m a low level m the first step and in next steps for
retrieval of images based on semantic search, precision
increases. While for other parts of the diagram illustrating

image

the function of the content-based retrieval systems and is
assigned to the visual query and content processing
operation for next stages of the interactive retrieval,
precision recall diagram illustrates the unreliability of the
content-based search for semantic retrieval of images.

In other words, in the case of keyword-based query,
as a result of semantic referral to query n the form of
words, performance of the system in all retrieval stages
vields more precision compared to image-based retrieval
and also in the mmage-based query, repetition of the
stages based on meanings available in feedback images
will yield better results compared to content-based search
using visual features of feedback images.

As can be seen m Fig. 13, performance of the
system 1s better in keyword-based query compared to
image-based query. According to diagrams, precision and
recall of the proposed system with respect to the number
of retrieved images during an interactive retrieval session
for keyword-based query 1s mn an acceptable level
Moreover, for query based on sample image which
initially presents an image as query request and
therefore, the precision of the
retrieval due to nature of low-level visual features

reduces semartic

having no meaning about the image, precision and recall
diagrams of the proposed system are in lower level
compared to results obtained for keyword-based query.

Tt must be noted that according to tests, performance
of the system is acceptable in presenting a semi-automatic
way for semantic retrieval of the unages using ST
including high-level concepts in meamng and shifting
image to meaning.

CONCLUSION

Since, understanding the opinion of users about
results of the systems of retrieval 1s of great significance,
a method is presented in this study which processes the
opmion of the user in each stage of retrieval in an
interactive manner and provides another query based on
the opinion of the user in each stage. Processing function
of the system i1s presented under the conceptual unit
which extracts the meamings intended by user from his
feedbacks by performing a short-term learning operation
during each interactive session and starts another
semantic retrieval.

Proposed system utilizes a luerarchical ST in the set
of synonyms including high-level concepts such as facial
expressions and personality traits of the human and
during each learning step, it calculates the ST of images
for more conceptual retrievals in two cases or and for
keyword-based query for images described as relevant
and In addition, proposed system in
image-based query replaces content search of images with
semantic search based on ST with feedback images and

irrelevant.
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after retrieval of the initial results for next steps of
mteractive retrieval. In reality, proposed system meets
semantic needs of users in a case image-based and
keyword-based query in a lugh-level and conceptual way
when learning is performed without considering low-level
visual features and solely based on semantic content of
images. In this way, it is capable of shifting search from
content to semantic context. Results of implementation
show an acceptable precision for this system, so that,
under the function of conceptual unit, obtamed results by
content and keyword-based query are more meaningful
compared to query based on sample 1mage and content
search operation and yields better results.

Owing to the importance of on-time diagnosis of lung
cancer, a new method based on CT images processing is
mtroduced which is conducted in three stages. In first
step using the method of graphing, location and area of
the tumor are determined. This stage is accomplished by
the knowledge of the expert and in a manual way.
However, 1t can be automated using neural networks and
genetic algorithm in future worles. In next stage using the
umage processing method, location of tumors are
recognized and determined and they are completely
separated from other parts of the image and then, area of
the separated part is calculated. In final step, results of
two methods are compared and precision of the research
is evaluated.

Presented method 1s very effective in reduction of the
human errors in diagnosis of tumors in images. Various
umages received by the presented model were investigated
and analyzed and their results highlight considerable
mnprovement in precision and speed and results are
compared with the position diagnosed by radiologist and
expert as well, thereby the software performs the
diagnosis of tumors with a very satisfactory precision
(»>90%) in CT mmages.

RECOMMENDATIONS

In future researches, 1t will be attempted to automate
the stage of detection of points in graph and creation of
better graph to improve the accuracy and reduce the error
along with reduction of the role of human.
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