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Abstract: Interpolation is a technique which is used to enhance or reduce the size of digital images to correct
spatial distortion. In convolution based interpolation scheme, the quality of the scaled image depends upon
the order of convolution kernel. A better quality of interpolation can be achieved by using higher order models
but 1t requires complex computation and heavy memory access time. Fast First Order Polynomial Convolution
Interpolation Method is one of the efficient methods for scaling images still there exists complexity in
generating weights. This study presents an area efficient Weighting Coefficient Generation (WCG) circuit for
digital 1mage scaling. In the proposed hardware architecture, the WCG circuit has decreased the hardware
complexity substantially. It includes only mne arithmetic components which 1s much less than the number of
components in the existing hardware architecture of WCG of Fast First Order Polynomial Convolution
Interpolation (FFOPCT) algorithm. The computational burden is less when using the proposed architecture for
generating the weighting coefficients m FFOPCI algorithm. Thus, lugh quality scaled images can be obtained
with low computational burden when using the proposed architecture in FFOPCI algorithm.
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INTRODUCTION

Digital image scaling is the process of resizing a
digital mmage based upon a scale factor. In recent years,
digital display devices which use digital data in displaying
umages have become more and more popular (Tsai ef al.,
2011). Displaying digital images needs resizing the image
which involves operations such as scaling up and scaling
down operation.

Digital image scaling including scaling up and
scaling down, has a variety of applications. Commonly, it
15 widely used in medical image processing (Chern,
2013a), mage zooming (Chen et al, 2011), multimedia
(Chen, 2013b) and computer graphics, etc. In many
applications, from consumer electronics to medical
umaging, it 18 desirable to improve the restructured image
quality and processing performance of hardware
implementation (Chen et al., 2011, Kim et al, 2003;
Lin et al., 2007, Fry and Pusateri, 2009). Scaling is a
non-trivial process that mvolves a trade-off between
efficiency, smoothness and sharpness. As the size of an
image is increased, the pixels which comprise the image

become increasingly visible, making the image appear
soft. Conversely, reducing an image will tend to enhance
its smoothness and apparent sharpness. Usually the
resized mmage will be lower in quality as the new pixels are
found out based upon some prediction or approximation
and also 1t need more computations.

Nowadays much different kind of interpolation
kernels are used to reconstruct the umage by using either
down-sampling or up-sampling the image for improving
the image quality (Madani et al., 2012). The algorithms
used for resizing digital images are broadly classified as
Non-Adaptive Interpolation algorithms and Adaptive
Interpolation algorithms. In non-adaptive interpolation
scheme, linear and fixed pattern of computation is applied
in every pixel. This technique is fixed irrespective of
the mput image features and has low computational
complexity.

In adaptive interpolation scheme, non-linear type of
computation is applied based on sharp edges and smooth
texture (Xiao et al., 2006; Shezaf et al., 2000, Hwang and
Lee, 2004). This technique is computationally inefficient
and expensive. The computational logic of an adaptive
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image interpolation technique is mostly dependent upon
the intrinsic image features and contents of the image
whereas computational logic is complex (Lin et al., 2008a).
As adaptive mterpolation algorithms need much more
hardware resources which are very expensive (Lin et al.,
2010). Mostly Non-Adaptive Based algorithms are mainly
used for real time applications. Convolution based
mterpolation scheme 1s the most commonly used non
adaptive interpolation scheme for digital image scaling. In
convolution based interpolation scheme the input image
15 multiplied with the convolution kemnel to find the
resized image. In scaling the image quality lughly depends
on the used interpolation technique (Lin ef al., 2008b).
The numerical accuracy and computational cost of
mterpolation algorithms are directly tied to the
mterpolation kernel. As a result, mterpolation kernels are
the target of design and analysis. So, a kernel of higher
order and with simpler weighting coefficient circuit is
chosen to generate high quality images with low
computational complexity.

The degree of the kemnel represents the order of the
model. A better quality of interpolation is performed by
using higher order models but it requires complex
computation and heavy memory access tune. A superior
interpolation technique does not cause interpolated
image distortion nor does it need complex computation
(Tsai et al., 2011).

Fast Fiust Order Polynomial Convolution
Interpolation is one of the Non-Adaptive Interpolation
algorithms for digital image scaling. The Kernel of Fast
First-Order Polynomial Convolution Interpolation Method
was developed with third-order approximation of normal
interpolation kernel (Lin et al., 2008a). This scheme has
the advantages of low operation complexity, weighting
coefficient generation effort and hardware cost.
Consequently, this architecture has solved the problem of
blur and blocking effect and enhances the quality of
image. Still there exists complexity in generating the
welghting coefficients.

The two criteria which are essential to produce high
quality images are the order of kernel and the complexity
in generating weighting coefficients (Lin et al, 2008b).
Increase mn the order of kernel mcreases the quality
of the scaled unage, at the same tume it increases
the computational burden of generating weighting
coefficients. So, mostly third order kernels are used to
generate high quality scaled for processing digital image
scaling for lugh Definition Television (HDTV) inreal-time.
By decreasing the number of components in the
weighting coefficient circuit the computational complexity
such as area and cost can be reduced. Field Programmable
Gate Armays (FPGAs) are widely used for rapid
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prototyping of Digital Signal Processing (DSP) Systems
(Meijering et al., 1999). FPGA technology is used to
improve performance while providing programmability and
dynamic reconfigurability (Moses et af., 2011, 2010).
FPGAs have millions of gates, reasonably on-chip
memory and fast input output interface. Therefore, FPGAs
can provide an easy and cost effective way to evaluate
Image Processing algorithms from an implementation
perspective. The Proposed algorithm is synthesized using
Kilinx ISE for Xilinx Virtex-6-xcovsx315t-3ff1156 FPGA.

The proposed architecture has decreased the
hardware complexity substantially. The computational
burden is less when using the proposed architecture for
generating the weighting in FFOPCIT
algorithm. It includes only mine arithmetic components
which is much less than the number of components in the
existing hardware architecture of WCG for FFOPCT
algorithm. Thus, the weighting coefficient circuit becomes
simpler and an area efficient one. Thus high quality scaled
images can be obtained with low computational
complexity when using the proposed architecture in
FFOPCT algorithm.

coefficients

CONVOLUTION BASED INTERPOLATION

Convolution Based Interpolation (CBI) is one of the
most generally used methods for digital image scaling
process (Meijering and Unser, 2003; Miklos, 2007). The
convolution based image interpolation performs image
scaling by convolving the input image with interpolation
kemel. The convolution process is used to reform a
two dimensional s(x, y) from the discrete samples of the
signal by using reconstruct filter with 2D continuous
iumpulse respense. Convolution based mterpolation
method applies constant convolution kemels to resample
the entire image (Shezaf et al., 2000). According to Eq. 1,
a real-valued N-dimensional discrete image s(k, 1) is used
to construct a real-valued continuous image s(x, y) can be
constructed by means of mterpolation, 1.e.:

s y) = sk, D*h(x) (1)
Where:
s(x, y) = A continuous image
s(k, 1) = A discrete image
hix) An mterpolation kemnel
* The convolution

So, as to acquire a satisfactory reconstruction in
conditions of together computational price and
mathematical accuracy, it is needed to intend a kernel of
fixed level that resembles the sinc-function to the extent
that possible.
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Features of convolution based interpolation kernel: For
an accepted sampling grid through umt distance among
the sample points, the regular piecewise nth order
polynomial image interpolation kernel 1s defined by:

n
a,[x +.+a,

0

X|+am iS‘X|<i+1

hix)= (2)

m < [x]

where, 1=0, 1, ..., m-1, the relationship between m and 1s
n=2m-1. The (n+ 1) m coefficients a; can be established
by imposing constraints on the interpolation kernel h(x).
As the samples of discrete image s(k, 1) are the correct
values of the novel image at the locations (k, 1) on the
specified sampling grid, the rate of the mterpolant on
those locations should also be identical to the sample
values.

Supplementary constraints are obtained by requiring
the mterpolation kernel h(x) that consists of piecewise
polynomials and to be continuous also if feasible have
continuous derivatives on the transition points. These
conditions can be interpreted into the following
constramts: h(x) =1 and h{x)=0for |x| =1, 2, .., m-1 and
h"(x) should be continuous on |x| = 1, 2, ..., m where, the
superscript (1) indicates the first derivative and the second
constraint grasps for | =0, 1, ... k. Where:

0
n-2

The value of k has to be adequately large in order to

_ n=1

k

nxl1

give up an adequate number of equations to facilitate be
capable of answer for the umdentified coefficients.

CUBIC CONVOLUTION INTERPOLATION

Cubic Convolution Method 1s a tlurd degree
interpolation scheme that practically fit approximates the
notionally finest sinc interpolation function (Tsai et al.,
2011). Since, 1t approximates the perfect sinc mterpolation
function the eminence of scaled image is superior to other
convolution based mterpolations. The kernel 15 collected
of piecewise cubic polynomials described lying on
submtervals (-2, -1), (-1, 0), (0, 1y and (1, 2). Exterior of this
space, the kermnel of the interpolation 1s zero. For obtaiing
the cubic convolution kernel, 8 linear equations to be
solved with 7 unknown parameters as a result, the system
has a free parameter that can be controlled by the user.
The kemel 1s defined as:
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(o + 2)|s‘3 - (ca+3)‘s|2 +1 0<fs|<1
(3)

K.(8)= 0t|S‘3 750‘~|S‘2 + 80‘~|S‘7 do 1< ‘s| <2

0 2<]s|

The value of « establishes the exactness of the
kernel. A number of researches have been carried out to
discover out the finest value of ¢. A few methods of them
are given as:

Keys Method
Bi-Cubic Method
Fast  First-Order
Interpolation

Polynomial ~ Convolution

Keys interpolation: Keys Image Interpolation Method is
one of the widely used cubic convolution interpolations.
The kernel of this interpolation 1s of third order. It 1s
obtained by cubic convolution interpolation kernel.
Because “o” the free parameter establishes the exactness
of the kemel, through appropriately tumng this parameter
lofty worth images can be obtained. The worth of scaled
images is straightly attached up to the free parameter “ct”.

Keys established the constant & = -0.5 by means of
a third order approximation. By deputing ¢« = -0.5 in the
Eq. 3, the Keys kernel 15 gained. The kemel of keys
interpolation method is:

153 —2.5]8 +1 0<ls|<1

Ky (51 =105 + 255 —4fsl+2 1<fg[<2 4D

0 otherwise

The weights are produced by means of the above
kernel. The effect achieved by this kernel is better than
the nearest neighbor image interpolation and bi-linear
image interpolations (Lin et al., 2010).

Bi-cubic convolution interpolation: The distinctive
method of cubic convolution 1image interpolation
group i3 bi-cubic convolution image interpolation
(Nuno-Maganda and Anas-Estrada, 2005). Bi-cubic image
interpolation utilizes the constant ¢ = -1. Also, it matches
the slope of the perfect sinc-function on s = 1.
Principally, the procedure of bi-cubic convolution
interpolation wants the coordinates of 16 nearby basis
pixels of every interpolated point (Miklos, 2007). The
process of two dimensional image bi-cubic convolution
interpolation needs the computation of 16 weighting
coefficients produced along from 16 nearby pixels of a
solrce image. Tthas fine image value but it wants difficult
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calculation and crucial memory access times. By using
¢ = -1 in Eq. 3, the bi-cubic convolution kernel can be
obtained. The kernel of bi-cubic convolution scheme 1s:

‘s|3+2|s‘2+1 0S|S‘<1
K.(s)= —|S‘3—5|S‘2—8|S‘+4 1S|S‘<2 (5)

0 otherwise
Nuno-Maganda  decomposed  the  Bi-Cubic
Convolution Interpolation Method as two 1D

mterpolations on a Xilinx Virtex II Pro FPGA for real-time
image processing. Tt has good image value and less
complexity than bi-cubic image
mterpelation at a stand still the kernel needs complex

computational

computation and intense memory access times
(Miklos, 2007).
To develop the effectiveness of bi-cubic

mterpolation, Lin demonstrated a Very Large Scale
Integration (VLSI) design of bi-cubic convolution
interpolation for digital image processing (Lin et al.,
2008b). Tts architecture diminishes the computational
complexity of producing weighting coefficients and the
amount of memory access times. Though, the kernel of
cubic convelution image interpolations still needs
complex computations.

A better-quality mnterpolation scheme does not make
mterpolated image distortion, nor does it need complex
computation. To defeat the above said shortcomings fast
first-order pelynomial convolution interpolation method
was presented (L ef al., 2010).

Fast first order polynomial convolution interpolation:
Fast First Order Polynomial Convolution Interpolation
(FFOPCT) is a high-performance image scaling method
with  high
complexity of generating weights. The kernel of fast
FFOPCT was made on third order interpolation kernel.

excellence and diminished calculation

This scheme has the benefits of low operation
complication which decreases the input data accesses and
coefficient generating effort also hardware cost (L ef al,,
2010). The weighting coefficient generation circuit
comprises only 12 arithmetic elements which 1s greatly
less than other higher order models. Also, this design has
solved the trouble of blur and blocking ocutcome and
improves the quality of image.

The FFOPCI Method estimates the ideal sinc-
function in the distance [-2, 2]. Therefore, the novel kernel
is gained also the polynomial of the novel kernel can be
characterized as:
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1(1+40‘"Js 0S|S‘<l
9 3
[lmj[l Zajs l£|S|<1
k,(3)= ? ? 3 (6)
da. 4o 4
-+ —5 1S‘s‘<—
9 9 3
4o 20 4
———=5 —S‘s‘<1
9 9 3

where, ¢ is sharpness parameter. The excellence of the
interpolated images is straightly attached to this
sharpness parameter. By rightly tuning this parameter,
elevated excellence images can be gained.

So, as to gain a best rate of sharpness parameter (¢)
that has enhanced image interpolation eminence, the
addition of standard deviation 1s used to establish the rate
of ¢, in the range of -1 and -0.5 whose range estimates an
ideal sinc-function. The least standard deviation can be
gained at ¢ = -0.853. Therefore, the kernel of FFOPCI
scheme for & = -0.853 1s agreed as k4 55+

1-0.6200]s| 0<ls| <%
1.1896 - 1.1896]s| %S‘s‘ <1

K, p55:(8) =<0.3791-0.3791fs|  1<]s| <§ )
~0.3791+0.1896]s| §S|5|<1
0 otherwise

HARDWARFE ARCHITECTURE

The block diagram of the hardware architecture for
digital image scaling is shown in Fig. 1 which includes
coordinate calculation unit, memory bank, Weighting
Coefficient Generator (WC@G), vertical and horizontal
interpolation units and virtual pixel buffer (Lin ef af.,
2010).

Coordinate calculation unit: The main blocks of
coordinate calculation unit are interpolated coordinate
accumulator, row/column address calculator and vertical
and horizontal distance calculator.

Interpolated coordinate accumulator: The fast first order
polynomial convolution interpolation requires 16 source
pixels that around an interpolated point of a source image.
The coordinate of the interpolated point 1s obtained in the
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interpolation coordinate calculator. The row addresses
and column addresses of its 16 neighboring source pixels
then can be determined. Afterward, the values of the 16
source pixels m off-chip memory can be obtained and
fast first order polynomial convolution interpolation can
proceed.

Row/Column address calculator: In the circuit of
row/column address calculator the operation of vertical or
horizontal address orientation 1s controlled by the signal
of vertical/horizontal. This signal determines the vertical
(v.) and the horizontal (x,) coordinates. If the signal
vertical/horizontal 1s vertical then the row addresses and
the vertical interval s, can be obtained. Otherwise the
column addresses and the horizontal interval s, can be
found.

Vertical and horizontal distance calculator: To simplify
the weighting coefficient generation, the distance in
vertical direction and horizontal direction has to be found
before the calculation of vertical weighting and horizontal
coefficients. The vertical distance calculator calculates
distance between the source pixel and the virtual
interpolated pixel. Similarly, horizontal distance calculator
calculates distance between the virtual interpolated pixel
and the final interpolated pixel.

Memory bank: The image which has to be scaled 1s stored
m memory bank. The pixels are retrieved from the memory
bank based upon the generated row and column address.
For every interpolation operation 16 source pixels that

around an mterpolated pomt of a source image 1is
accessed from this bank.

Weighting coefficient generator: The most important
computation in convolution based scaling 15 the
calculation of mnterpolation weighting coefficients. The
weighting coefficient generator as depicted in Fig. 2 is
designed for producing vertical and horizontal weighting
coefficients. The final outputs are -v;, vi,,, vi, and -vj,; 1if
the control signal vertical/horizontal 1s vertical otherwise,
the outputs are -h,, h,,, h.; and -h....

Vertical and horizontal interpolation units: The vertical
and horizontal mterpolations have the same operation but
they have to execute in parallel to accelerate scaling
speed. The interpolation unit performs
mterpolation in column wise manner to produce virtual
pixel. The hornzontal interpolation unit performs
interpolation for these virtual pixels to produce
interpolated pixel.

vertical

Virtual pixel buffer: The virtual pixels created from
vertical interpolation are stored in the virtual pixel buffer
as shown m Fig. 1 where to be accessed in the process of
horizontal interpolation. In general, scale ratio will
determine both mput and output data rates of this buffer.
While scaling up, each virtual pixel may be reused for the
horizontal interpolation such that the data rate of vertical
interpolator 1s less than that of the horizontal interpolator
ina period of time. In the process of scaling up, the buffer
will temporarily suspend the operation of vertical
interpolation which cease the generation of virtual pixels
while the number of virtual pixels is more than certain
amount that required by horizontal interpolation. In the
operation of scaling down, the horizontal interpolation will
be halted if the buffer detects that the amount of valid
virtual pixels in the virtual pixel buffer approximately
approaches the quantity mneeded for horizontal
interpolation until more virtual pixels are ready.

Scale
Input ratio Coordination
orientation
v
—>] Memo!
Interpolated ) E
coordinate 4
4
accumulator Row Source
X image
(X,.Y,) addr
Row/column Vertical
address interpolation
calculator
4
Column
r-addr L c-addr addr
A
Vertical/horizontal
distance -
calculator Vertical
pixel buffer
S, S, 4
Vertical
Y coefficient
Weighted
coefficient
generation
4
Horizontal Horizontal
coefficient g interpolation

}

Interpolated pixel
(scaled image)

Fig. 1. The block diagram of the hardware architecture for
digital image scaling
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EXISTING WCG CIRCUIT FOR FFOPCI

In 1-dimensional image interpolation, vertical as well
as horizontal weighting coefficients are required to be
determined. The way of determining vertical weighting
coefficients is indistinguishable to the way of acquiring
horizontal weighting coefficients. In accordance with
Fig. 1, equation can be modified to discover all the vertical
weighting coefficients. The vertical weighting coefficients
are established out by using vertical distance in Hq. 6 as:

1
—0.375s, O<s, <—
vi(l+s, )= 3
—0.1875+ 0.1875s, —=s <l
1-0.625s, O0<s <—
Vi+1(sv): 1
1.1875-1.1875s, ESSV <1
(8)
1.1873s, O<s, <—
V1+2(1_Sv):
0.375-0.625s, —=s, <l
—0.1875s, O=<s <—
V1+3(2isv):
—0.375+0.375s, —=s, <l

where, v, v, Vi; and v,, are the vertical weighting
coefficients of the consequent source pixels A, ;, A, ;,
A, and Ay, oo s, is the space between the source pixel
A, ; and the virtual interpolated pixel Pj. Likewise, all the
horizontal weighting coefficients can be established by
Eq &

1
—0.375s, 0=s, <§

h(l+s,) = |
-0.1875+ 0.1875s,, ESSh <1
1-0.625s, 0<s, <—

hi. (8,0 =
1.1875-1.1875s, —=<s <1
@)

2
1.1875s, O£5h<§

hj+2(1_sh) = 2
0.375-0.625s, ;Ssh <1
2
—0.1875s, 0<s, <§

hi (2-8)= 5
—0.375+0.375s, —=s, <1
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0.375s/0.375s,
-v/-h

]

s/s,

-,
0.6255,/0.625s,
0.375
— P\
V]+1/h|+:
0.375 mux —
|_|+ _ll >
T VM/ h;n
—>
i 1.1875 mux

Fig. 2: Weighting coefficient generation circuit of FFOPCI

The existing hardware structural design for weighting
coefficient generation is exposed in Fig. 2 (Lin et al.,
2010). The existing WCG has 12 anthmetic elements. This
structural design has answered the trouble of blur and
blocking outcome and enhances the excellence of image.
The mamly calculation attempt m FFOPCI 1s the
computation of interpolation weighting coefficients. An
area efficient architecture is proposed to overcome these
computational efforts.

PROPOSED ARCHITECTURE

In Computational Comlexity Theory, arithmetic
circuits are the standard model for computing the
complexity in a logic circuit. Arithmetic circuits give the
formal way for understanding the compexity of computing
polynomials.

The existing hardware architecture of FFOPCI
consists of 12 arthmetic circuits which increase the
computational burden and memory requirements of
generating welghting coefficients. So, sunplification of
the weighting coefficient circuit 13 needed to reduce
the computational burden of generating the weighting
coeflicient.
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The simplification is based on reducing the area
utilized by the weighting coefficient circuit. Reduction in
chip area reduces the memory requirementsAnd hardware
cost. The existing weighting coefficient circuit of FFOPCI
algorithm consists of four scalers, four adders and four
sub tractors. The four scaling factors are 0.5, 0.25, 0.125
and 0.1875. The proposed architecture 1s shown in Fig. 3.
In the proposed circuit, the scaling factor 0.125 was
combined with 0.5 to produce the scaling factor 0.625 but
the scaling factor 0.5 is used as such. Hence, the number
of scalers used 1s reduced to three m this proposed
architecture. By using the scaler 0.375, the adder wlich
1s used for generating the weight can be avoided. Thus,

s/Sy —>

-v/-h

mux ——»

Viul-hy,

mux |— 5

Jh,
1.1875 Vel
> mux f—»
A.
0.375 —»| +
vy/hy,
| " mux [
0.375

Fig. 3. Proposed weighting coefficient generation circuit

the number of adders used in the proposed method is also
reduced to three. The number of subtractors used 1s four
which 1s same as that of the exiting architecture.

IMPLEMENTATION RESULTS

The weighting coefficient generation circuit of Keys,
Bi-Cubic¢, Fast First Order Polynomial algorithms and
proposed architecture was simulated using Matlab
Simulink tool and synthesized using Xilinx ISE Synthesis
tool. The device chosen to synthesize the WCG circuit is
virtex-6 xc6vsx315t-3ff1156. The WCG circuits
synthesized using Xilinx ISE 12.3. The design reports for
the weighting coefficient generation circuit of Keys,
Bi-Cubic, Fast Fust Order Polynomial algorithms mncludes
the overall device utilization summary and total memory
usage of weighting coefficient circuit.

For the generated Register Transfer Level (RTL)
schematic of WCG circuit for keys, Bi-Cubic, Fast First
Order Polynomial Convolution and the proposed method

are

the synthesis report 15 found out and the area dependent
parameters are compared. The synthesis report shows
the results of the netlist-generation synthesis process.
The netlist is generated using system generator and the
device utilization summeary and memory usage can
be found out after synthesizing and implementing the
design. Table 1 shows the number of arithmetic circuits
used in weighting coefficient generation circuit for
different scaling methods. The weighting coefficient
generation circuit for the proposed method consists of
only nine arithmetic circuits.

The number of hardware components required for
computing the weighting coefficients very much less for
the proposed method compared to Keys, Bi-cubic and
Fast First Order Polynomial Convelution Interpolation
Method. Using the proposed architecture in Fast First
Order Polynomial Convolution Interpolation Method lugh
quality scaled images with low computational complexity
can be obtained Results obtained from device utilization
summary and synthesis report of weighting coefficient
generation circuit for the existing and proposed method 1s
shown n Table 2 and the performance is analyzed based

of FFOPCT on area dependent parameters.
Table 1: Number of arithmetic circuits used in weighting coefficient generation circuit of different types of interpolation methods
WCG architecture

Arithmetic circuits Keys (Lin et ., 2008a) Bi-Cubic (Lin et af., 2008b) FFOPCI (Lin et ai., 2010) Proposed
Adders 8 8 4 2
Dividers - - 4 3
Multipliers 18 14 - -
Subtractors 5 4 4 4
Total arithmetic circuits 31 26 12 9
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Table 2: Comparison of area dependent parameters for various interpolation methods

WCG architecture
Parameters Keys (Lin et @i., 2008a) Bi-Cubic (Lin et af., 2008b) FFOPCI (Lin et afl., 2010) Proposed
No. of slice registers (out of 393600) 66 (1%0) 17 (1%0) 0 (070) 0 (%)
No. of slice LUTs {out of 196800) 341 (1%) 283 (1%) 132 (1%) 113 (1%)
No. of occupied slices (out of 49200) 99 (1%0) 82 (19%) 36 (1%) 30(1%)
Memory usage (kilo bytes) 274512 163324 164620 162800

The specifications such as device utilization summary
and memory usage are being found out from the synthesis
report. The area dependent parameters are less for the
proposed architecture of WCG for FFOPCT algorithm.

CONCLUSION

In this study an area efficient weighting coefficient
circuit for Fast First Order Polynomial Convelution
Interpolation algorithm was presented. This architecture
has the advantages of low operation complexity in
weighting coefficient generation effort. In the proposed
hardware architecture, the weighting coefficient
generation circuit has decreased the hardware complexity
signficantly. The area dependent parameters of FPGA
based design such as number of slice registers used,
number Look Up Tables (LUTSs), total number of occupied
slices and memory usage are being found out from the
synthesis Report and Compared with Keys, Bi-cubic and
FFOPCT Methods. All area dependent parameters are less
for the proposed architecture. Thus, the proposed WCG
can be used to implement digital image scaling circuits
with less area and low complexity.
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