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Abstract: Successful law enforcement depends upon information availability. In criminal knowledge discovery,

many techmiques have been developed for analysis, mapping, modeling and prediction. However, most
approaches treat the spatial and temporal aspects of crime as distinet entities, thus, ignoring the necessary
interaction of space and time to produce criminal opportunities. In this study, a new crime pattern analysis

model, STEM (Space-Time-Event Model) 1s presented. The new model allows users to mvestigate the
spatio-temporal patterns of events. We also discuss relevant crime theories and related data mining methods.

Two experiments were conduced to test the model. Using STEM, we found strong correlations between
holidays and crime clusters. On the other hand, we could not find obvious seasonal dependency, at least in our
test data set. These findings are corroborated by related empirical crime studies.

Key words: Spatial-temporal data mining, crime analysis, data mining, knowledge discovery, association rule,

clustering

INTRODUCTION

Criminologists are mterested in analyzing crime
patterns because understanding offender behavior can
help crime reduction and prevention. Underlying theories
that help explain crime behavior meclude environmental
criminology of Brantingham and Brantingham (1991),
routine activity theory suggested by Cohen and Felson
(1979) and rational choice theory proposed by Derek and
Clarke (1986). Environmental crimimology focuses on
criminal patterns within particular environments and
analyzes the impacts of these external variables on
people’s cogmtive behavior. Routine activities theory
suggests that a crime requires a motivated offender, a
suitable target and the absence of a capable guardian.
Rational choice theory believes that reasoning actor, who
weighs means and ends, costs and benefits and makes a
rational choice.

Crimes are also known to vary with time and location
(Skogan, 1990; Loukaitou, 1999). Xue and Brown (2003)
analyzed criminal behavior in space and time as spatial
choice models and showed that they provide efficient and
accurate predictions of future crime patterns. On the other
hand, Clarke (1995) showed that situational crime
prevention can reduce crime by altering the environment.
Tt aims to stop crime before they occur. Situational crime
prevention can also mean improving street lighting,
adding video surveillance cameras or just getting more

pedestrians on the streets.

In crime analysis, the challenge of knowledge
discovery 1s the interplay between space, time and the
event. As per Ratcliffe (2002), crime follows opportunity,
it does not necessarily follow that opportunities remain
constant over time. Brantingham and Brantingham (1984)
explains that opportunities are unevenly distributed
across time and space and the availability of motivated
offenders and suitable targets changes for many locations
throughout the day.

In recent years, data mining techniques has begun to
be explored and integrated into crime analysis. Data
mining, sometimes called knowledge discovery, 15 the
process of analyzing data from different perspectives and
summarizing it into useful mformation. Techmically, data
mining is the process of finding correlations or patterns in
large relational databases. However, most data mining
techniques deal with one or the other of spatial or
temporal semantics, with very few handling both at the
same tune. In this study, we present STEM (Space-Time-
Event Model) to fill this gap. Our interest arises from a
desire to discover patterns relating spatial, temporal and
crime type data to discover crime pattermn. Currently, we
are not aware of such integrated model available for
crime pattern discovery purpose. This model enables the
decision maker to acquire comprehensive knowledge from
the dynamic spatio-temporal relationship of event and to
achieve crime prevention purpose.
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MATERIALS AND METHODS

Spatial crime analysis and hotspot techniques: Spatial
analysis approaches play a key role in crime prevention
planning. The hotspot technique is widely used for
crime analysis. A hotspot is a geographical area with
higher-than-average mcidences of certain disordered
events, or an area where people have a higher than
average risk of victimization. This is interesting because
everything is related to everything else but nearby things
are more related than distant things (Tobler, 1970). Several
clustering techmques mclude pomt locations, hierarchical,
partitioning, density and clumping techniques etc are
used to find hotspot. According to Gonzales et af. (2005),
the general techmques for discovering crine hotspots
were mean center, standard deviation distance, standard
deviation ellipse and data clustering.

Temporal crime analysis: Time 1s often a critical factor
mn crime analysis. Gail et al (2006), lists possible
questions/functions on time data:

Given a moving feature, where has 1t been and where
15 1t likely to go next?

Given a series of events, is there a temporal pattern?
Given a type of geospatial change, is there a pattern
1in how, when or where the change occurs?

Traditionally regression is widely adopted to support
crime pattern discoveries. Typical examples such as in
(Brown and Oxford, 2001), criminologists employed
routine activity theory and broken windows theory to
evaluate several regression models for breaking and
entering crime prediction.

However, the basis of regression technique is to
observe a long period of time, usually >10 years. For
examples (Cohen and Felson, 1979), the study analysis the
crime rate in United States from 1947-1974 and concluded
the positive
household activity variable and crime rate trend.
Greenberg (2001) collected 31 years data, from 1946-1997,
to study the crime-unemployment relationship, Cohen and
Felson (1980) study the reason of continued mcreases of
crime 1n the 1960°s and early 1970°s despite the decrease
in a variety of factors that many believed led to crime, Tt

and significant relationship between

finds that in order for a crime to occur, a motivated
offender, a suitable target and the lack of a capable
guardian must converge n both space and time.

Spatio-temporal mining and association rule: One of the
purposes of spatio-temporal data mining 1s to reveal the
spatial and temporal relationships among spatial entities
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at various levels of detail (granularity) (Yao, 2003).
Association rule mining (Agrawal et al, 1993) finds
interesting associations and/or correlation relationships
among large set of data items. This 1s a popular and well
researched technique in data mining. Many methods of
association rule mining have been developed for spatial
and temporal knowledge discovery.

Spatial association rules 13 an approach to discover
association rules among spatial itemsets and possibly
some non-spatial itemsets, while temporal association
rules (Ale and Rossi, 2000) 13 the approach to discover the
interesting association rules, which only appear in
particular time period.

Based on temporal association rule, calendar-based
temporal association rules (L1 ef al., 2003) discovers
association rules during the time intervals specified by
user-given calendar schemas. In this approach, the
calendar schemas the
temporal association rules easier to understand. The
calendar schema 1s in the form <year, month, day>, where
year, month and day may be a wildcard symbol*. For
example, <2007.*, 6> corresponds to the time intervals,
each consisting of the 6th day of a month m year 2007.
Two types of associations rules, precise-match and
fuzzy-match, can be discovered for association rules hold
during every interval and most of these intervals,
respectively.

Temporal Association Rules (TAR) on evolving
numerical attributes (Wang et al., 2001) intends to
discover temporal association rules that capture the
correlation among numerical attribute evolutions. TAR
has been implemented to support the discoveries of crime
patterns in a district of Hong Kong (Ng et al., 2007).

A recent study of Grubesic and Mack (2008), explores
the utility of statistical measures for identifying and
comparing the spatio-temporal footprints of different
crime types. The study shows that different crime types
have dramatically different spatio-temporal signatures.

Brown et al (2001) assumed criminal mcidents
were random events in space and time and a model based
on transition density was suggested. Tt reported on the
use of locations and location features of prior crimes to
predict the probable areas of future crimes. A
spatio-temporal framework suggested for crime reduction
by Ratcliffe (2004) presented spatial and temporal
hotspots in a matrix format. Corresponding crime
prevention resources such as plamn clothes patrols,
improved lighting, CCTV etc are rearranged to combat
crime. Leong et al. (2008) proposed a framework to
measure the crime pattern displacement or diffusion. Crime
displacement implies removing opportunity for crime does
not actually prevent crime but merely moves it around.

are used to make discovered
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Crime analysis in practice: Crime analysis is increasingly
automated. Regional Crime Analysis Program (ReCAP)
(Brown et al., 2000) i3 a framework for mining crime
data, applying data fusion to integrate data from
multiple sources and data mining to discover patterns
and relationships. The Criminal Relationship Visualizer in
CopLink (Chen et al., 2003) helps law enforcement
officials to process large amount of criminal related
data and leads by associating different entities. It
presents relationships between different crime related
entities, such as people involved m crime, time, location,
organization. Beside, CopLink connect is a subsystem for
data sharing between diverse police departments.
CopLink detect 1s another subsystem, which makes use of
the concept space technique to identify and visualize
assoclations among data objects. The underlymng
information space contains detailed criminal case reports,
in the form of both structured and unstructured data.
However, CopLink detect does not currently produce
maps, nor does it support temporal analysis or
visualizations.

Henry and Bryan (2000) intends to demonstrate the
usage of GIS m crime analysis instead of hidden crime
pattern discovery. Tt facilitates GIS to provide insights
into the spatio-temporal distribution of motor vehicle
theft.

STAC Block (1995) is developed by the Tllinois
Criminal Justice Information Authority and supported
by the US. Department of Tustice, Bureau of Justice
Statistics. This 1s a tool to find and examine Hot Spot
areas on the map. of 2PC
programs the time analyzer and the space analyzer.
The STAC Space Analyzer is not a mapping package,

It consists software

but is a tool to find and examine Hot Spot Areas on the
map, while the time program helps determme the most
likely time of day and day of week that a particular type of
crime will occur. However, these 2 programs are not
combined.

A number of visual tools are reported by
Adrienko and Adrienko (2004) to explore spatial-temporal
variations in crime data, including amimated thematic
maps, map series, value flow maps, time graphs, etc.,
enhanced by attribute transformations, while these tools
are focused more on visualization.

Proposed model for crime analysis

Introduction of STEM: Let Y be a relational database
consisting of raw data of daily transactions. Let R be a
relation specified for STEM purpose. Y generates different
Rs. Each R represents a specific temporal view, such as
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weele, month, holiday, quarter etc. ITn STEM, data are ETL
(extracted, transformed and loaded) mnto relation R from Y.
The relation R could be created on the fly or be updated
as realized table from the relational database Y. Each R
consists of 3 aftributes: spatial attribute, temporal
attribute and event type attribute. The event type
attribute could be all kinds but spatial or temporal data.
For example, we can use disease type for disease pattern
analysis or use crime type for crime pattern discovery.
Mining patterns in STEM is to identify significant
spatio-temporal event rules.

STEM consists of 2 major phases, data
transformation and knowledge discovery. Figure 1
illustrates of the overall concept of STEM. In phase 1
spatial data are transformed by clustering; this process
can help user to reduce the size of the data set. As a
result, decision maker can focus on predefined number of
clusters; it makes resource planmng more efficient. On the
other hand, temporal data are mapped mto meaningful
format, it allows user to represent the original date
attribute into a more appropriate representations, such as
month, holiday ete. For the event type information, the
selected features will be extracted directly from the
original database. Phase 2 is knowledge discovery.
Association rule mining is applied in STEM.

As an example, suppose we have a relational
database as Table 1, based on different temporal views,
we can create different Rs. For example, an R with quarter
Table 2. The number of
transactions in R and Y should be equal. Table 3 shows
the concepts of mapping.

view is represented as

Phase 1:
Raw data management Dt transformation

Phase 2:
Knowledge discovery

Fig. 1: Concept diagram of STEM

Table 1: Relational database

Trans ID Location Date Event type Others
T001 A street 01-May -08 Theft -

T002 B street 01-May -08 Robbery

T003 C street 11-July-08 Theft

Table 2: R with quarter view

Trans ID Space Time Event
T001 Cluster 1 Quarter 2 Theft
T002 Cluster 1 Quarter 2 Robbery
T003 Cluster 3 Quarter 3 Theft
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Table 3: Mapping concept

Trans ID Space Time Event
Transactions from Y

To01 Building A 07-Tune-08 Rain
To02 Building B 07-June-08 Sunny
TOO3 Building A 09-Tune-08 Sunny
To04 Building C 10-June-08 Rain
Transactions from R

Too01 Cluster 1 Saturday Rain
TOO2 Cluster 2 Raturday Sunny
TO03 Cluster 1 Monday Sunny
To0 Cluster 2 Tuesday Rain

Phase one: data transformation

Clustering: A cluster is a collection of objects, which are
similar to each other and are dissimilar to the objects
belonging to other clusters. In our approach, the similarity
criterion 18 Buclidean distance. The 1st phase of STEM 1s
to identify hotspots by clustering techniques. The aim 1s
to derive a set of hotspots with the munbers of hotspot
defined by the user. We allow the users to specify, the
number of hotspots as a practical consideration. Tn crime
prevention planning, police officers would divide a region
into several smaller patrol areas (beats). Very often, the
desired number of clusters depends
resources. Hence, we allow the user to choose the number
of hotspot but retain an unsupervised approach to locate
those hotspots. In STEM, a hierarchical method 15 used
for clustering purpose. Cluster 1s the standard format to
represent spatial information. Each cluster stands for a
spatial control unit. User can decide the number of units
(clusters) as per available resources.

on available

Hierarchical methods: Tn hierarchical clustering, the data
are not partitioned into a particular cluster in a single
step. Instead, a series of partitions take place, which may
run from a smgle cluster contaming all objects to n
clusters, each containing a single object. The clusters are
constructed in 3 steps. The 1st step pair-wise distance
computes the BEuclidean distance between pairs of all
objects. The 2nd step creates a lierarchical cluster tree
using the weighted average distance. The final step
constructs clusters from the hierarchical cluster tree. The
number of clusters created 15 per user defined. Figure 2
shows the clustering algorithm in STEM.

have
dependency of criminal

Temporal data mapping: Many researches
established the temporal
activities. For example, Jacob and TLefgren (2003)
discovered that the level of property crime committed by
juveniles decrease by 14% on days when school is in
session. This 1s possibly because teenager has more
spare time in long school holidays to commit crime.
Beside, some other studies have discovered seasonal
crime patterns (Siegel, 2006, Sorensen, 2004).

Algorithm: Clustering

Inputs: The number of clusters n and a database containing x, ¥
coordinates data

Output: A set of n clusters

Method: Pair-wise distance calculation for all events of x, y
coordinate location

Form n clusters per user defined

Fig. 2: Clustering

The crime patterns of winter peaks are observed in
many BEuropean countries. One reason may be that the
days are shorter in the winter, affording offender greater
concealment in the darle. These 2 examples explain that the
user can analyze crime pattern by means of different
temporal representations.

Calendar attribute can be represented in many ways
depending on the context. Moreover, calendar attribute in
different forms will provide not only different meamng but
also different hints for crime analysis. For example, 25th
December 2008 can be represented as holiday or winter.
These 2 temporal meamngs (holiday and seasonal) can
give users different views to analyze crime. In order to
allow user to manage temporal data meamings for crime
analysis, we propose temporal data mapping based
onthe concept of Domain Generalization Graph (DGG)
(Hamilton et o, 1996, Hamilton and Hilderman, 2001).The
purpose 1s to helps user to conceptualize temporal data
into different meaning formats, such as holiday, day of
week, month ete. For example, based on DGG, user can
represent 1st January 2008 to holiday or weekday. This
mapping allows user to analyze crime pattern based on

different temporal views. Figure 3 shows an example of
DGG.

Phase 2
Knowledge discovery:  Association rule mming
(Agrawal et al., 1993) is a popular and well researched
technique for discovering interesting relations among
large set of data items. For example, police officer may be
interested to know if certain groups of crimes consistently
occur together. The basic principles and concepts of
association rule are as the following. Let D be a database
of transactions and T = {i,, 1,, ..., 1,} be a set of literals.
Each transaction T consists of a set of items where Tcl.
An association rule 1s an expression of the form: X=7Y
where X and Y are set of some items (itemset) inTand Y
does not present in X. An association rule has 2 set of
thresholds to express the degree of relationship about the
rule. Firstly, the support supp (X) of an itemset X is
defined as the proportion of transactions in the data set,
which contain the itemset.

Secondly, the confidence of a rule is defined as conf
(X=Y). It can be mterpreted as the probability that
occurrence of X causes occurrence of Y.
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Fig. 3: An example of DGG diagram

For a rule to be interesting, the rule must satisfy a
user-specified mimimum support and a user-specified
minimumn confidence at the same time. To achieve thus,
association rule generation is a 2-step process. First,
minimum support is applied to find all frequent itemsets in
a database. In a 2nd step, these frequent itemsets and the
mimmum confidence constraint are used to form rules.

RESULTS AND DISCUSSION

We have adopted the new model, STEM, to support
crime analysis for a district in Hong Kong. The 1dea is to
develop a system, which can help crime analyst to trace
common criminal patterns within the district by providing
intelligent spatial and temporal analysis tools, together
with a visualization of geographical information. The data
used here is a crime database for a 2 year period in the
early 2000°s. There are a total of 6,076 instances in the
crime history of the district in that period.

Implementation: The entire model is implemented
mto 4 parts, association rule minng, clustering, data
management and visualization. All data are stored and
managed i MS Access 2003 database. Spatial clusters
visualization 1s performed in Map WindowsGIS. Totally
10 clusters have been generated for experiument purpose.
Owr experiments are based on these clusters
knowledge discovery.

for

Experiment 1
Clusters, holiday and crime types relationship: Some
researches has proved the existing of relationship in
between holiday and crime, such as JTacob and Lefgren
(2003) suggested that the level of property crime
committed by juveniles decrease by 14% on days when
school 18 in session, but the level of viclent crime
increases by 28% on such days.

In 1st experiment, we attempt to mwvestigate the format
of relationship in the district. In phase 1, we had
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converted the calendar date attribute into holiday
indicator and then we executed phase 2. Set minimum
support 10% (equivalent to 608 instances) and mimmum
confidence 60%, the 5 best rules (1.e., highest confidence
rate) are listed in Fig. 4. Rule 1 shows strong relationship
between cluster ¢ and holiday, 97% of crime cases in
cluster & occurred durng non-holiday. The assoication
can be explained by the environment of this cluster. The
area occupied by cluster ¢ is a commercial zone, where
only few worleers stay during the holidays. As a result,
opportunities (potential victims) for crime are reduced.
This explanation can be applied torule 4 as well.

We find that most of obtaining property by deception
(rule 2), shop theft (rule 3) and miscellanecus theft (rule 3)
occurred during non-holidays. Rule 2 15 easy to
understand because obtaining property by deception is
a land of white collar crime, which usually happens on
working days. Rule 2 may comes as a bit of surprise that
shop theft 18 not frequent on holidays. However, it 1s
possible that many family type retail shops located in the
district are closed on the holidays. Thus, the crime rate
drops as well. Such rules provide hints to crime analysis
for further investigation. For example, we can mclude the
percentage of shops that are open on a particular day as
an attribute for rule miming or refinement. Figure 5 shows
the cluster & and cluster 8.

Experiment 2

Clusters, quarter and crime types relationship: In this
experiment, we combine clusters, quarter and crime types
for analysis. Given minimum support 3% (equivalent 182
instances) and minimum confidence 25%, the best 5 rules
(1.e. highest confidence rate) are listed in Fig. 6.

Rule 1 shows miscellaneous theft mainly occurred in
quarter 4. Similarly, most miscellaneous theft occurred in
the 2nd half of the year (quarter 3 and 4) as per rule 2 and
rule 5. On the other hand, the peak crime quarters for
cluster p were Q2 and Q4. We believe that the main reason
18 because 2 long holidays, National day and Christmas,
are in 2nd half of year. However, these findings can only
reflect non-obvious relationships but can not reveal the
strong association between clusters, quarter and crime
types.

To prove further, we may then include holiday and
non-holiday as an attribute or refine the granularity of the
temporal attribute. Figure 7 shows the cluster p.

On the other hand, the low confidence rate may
indicate that the seasonal dependency of criminal
activities 1s not strong. This crime pattern has been
discussed in previous research. Yan (2004) discovered
this Hong Kong experience by examination of the rates of
property crime in Hong Kong for the period 1991-2000. To
determine the seasonal dependency, regression analysis
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1. Clnsters =ct 65 = Non-holiday 640, conf: (0:97)
2, Offence = OBTAINING-PROPERTY-RY-DECEPTION 683
> holiday = Nonwholidsy 662, conf: (8.97)
3. Offiatice = THEFT-{SHOPTHEFT) 66%-holiday — Not-holidey
647, confs: (0.97)
4. Cluster= B545>holiday = Non-holiday 525, conf: (0.96)
5. Offenee = THEFTMISC) 1719 hollday = Non-hofidey
1643, conft (0.96)

Fig. 4: The 5 best rules of experiment 1

%

Fig. 5: Cluster o (left) and cluster & (right)

1. Offemce = THEFT-(MISC) 1719quertzr = Q4 607, conf: (0.35)
2, Quaster =4 1885=0ffence = THEFT{MISC) 507, conf* (.32)
3. Clusters = p1371quarter = Q4 413, conft (0.3)

4. Clusters = p1371>querter = {)2 397, coof: (0.29)

5. Quazter =3 1602>0Offence = THEFI{MISC) 428, conf* (0.27)

Fig. 6: The 5 best rules of experiment 2

A

Fig. 7: Cluster {3

{using dummy variables) and Analysizs of Variance
(ANOVA) were employed; the result shows no seasonal
dependency.

The finding concludes that economic needs are a
prominent factor, instead of the effect of the season; it
also can be used to support our results in experiment 2.
The low confidence rate result implies that seasonal
relationship in our data is not apparent. The higher crime
rate in 2nd half of year is mainly caused by holiday’s
factor (economic needs).

CONCLUSION
Previous research demonstrated that crime can be

reduced by altering the environment. It is possible to
stopping crime events before they occur. To achieve this,
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understanding criminal behavior and pattern is necessary.
Space, time and event are critical knowledge ingredients
of the crime analysis. Despite many data mining
techniques have been applied for crime analysis, most of
them freat the zpatial and temporal agpectz of crime as
distinct entities, only very few handling both together. A
new model, Space-Time-Event Model (STEM), has been
introduced. The model incorporates space, fime and event
into congideration for crime pattern discovery purpose.
The research reported in this study, could be viewed as a
step towards enhancing the completeness of crime pattern
analysis.

Major crime theories and related data mining studies
have been dizcussed in the study. We alzo tested the
results of STEM by applying it to crime data in a district
of Hong Kong. For this data set, the rules generated from
our model comroborated by previous empirical crime
studies.

ACKNOWLEDGEMENT

The research of the authors was supported in part by
the CERG RGC Grant of research project code Poly U
5106/05E (BQ938).

REFERENCES

Adrienko, N. and G. Adrienko, 2004. Interactive Visual
Tools to Explore Spatial-Temporal Variation. In:
Proceedings of the working conference on Advanced
visual interfaces, Gallipoli, Haly, pp: 417-420.
ISBN: 1-58113-867-9. DOI: 10.1145/989863.989940.
http://portal.acm.org/citation. cfm7i d=989940 &jmp=
cit&coll=GUIDE &dl=GUIDE&CFID=24727578&CF
TOKEN=87715361#CIT.

Agrawal, R., T. Imielinski and A. Swami, 1993. Mining
Association Rules Between Sets of Items in Large
Databazes. In: Proceedings of 1993 ACM-SIGMOD
International Conference Management of Data,
Washington, D.C., pp: 207-216. ACM New York,
USA.DOL 10.1145/170035.170072. hitp://portal.acm.
org/citation.cfm ?doid=170035.170072.

Ale, IM. and G.H. Rossi, 2000. An approach to
discovering temporal association rules. In:
Proceedings of the ACM Symposium on Applied
Computing, ACM New York, USA, pp: 294-300.
DOI: 10.1145/335603.335770. http://portal.acm.org/
citation.cfin ?7id=335603.335770 &col I=GUIDE&:d =G
UIDE&:CFID=24728412& CFTOKEN=19510161.

Block, C.R., 1995. STAC hot-spot Areas: A Statistical
Tool for Law Enforcement Decigions. In; Block, C.R.,
M. Dabdoub and 5. Fregly (Eds.). Crime Analysis
Through Computer Mapping, pp: 15-32. Police
Executive Research Forum, Washington D.C. http://
www.igjia.state.il.us/public/pdfistac/hotspot.pdf.



Asian J. Inform. Technol., 7 (12): 516-523, 2008

Brantingham, P.J. and P.I.. Brantingham, 1984. Patterns in
Crime. Macmillan, New York, pp: 361. ISBN: 0023-

135204,
Brantingham, P.J. and P.L. Brantingham, 1991.
Environmental  Criminology. 2nd Edn. Tn:

Brantingham, P.I.. (Ed.) Prospect Heights, Tllinois:
Waveland Press, Inc. ISBN: 10:0881335398.

Brown, D.E., LE. Gunderson and M.H. Evans, 2000.
Interactive analysis of computer crime. IEEE.
Comput., 33 (8): 69-77. DOL 10.1109/2.863970.
http:/iwww?2.computer.org/portal/web/csdl/doi/10.1
109/2.863970.

Brown, D.E. and R.B. Oxford, 2001. Data miming time series
with applications to crime analysis. In: Proceedings
of TEEE International Conference on Systems. Man
and Cybernetics, 3 (7): 1453-1458. DOT: 10.1108/1CS
MC.2001.973487. ISBN: 0-7803-7087-2. http://1ee

explore.ieee.org/xpl/freeabs all jsp?armumber=973487.

Brown, DE, HH. Liu and Y. Xue, 2001. Mining
Preferences Spatial-Temporal Data, First
SIAM International Conference on Data Mining
(SDM), Chicago, USA. http://siam .org/meetings/sdm
01/pdf/sdmO1 27 .pdf.

Chen, H., D. Zeng, H. Atabakhsh, W. Wyzga and T.
Schroeder, 2003. COPLINK: Managing Law
Enforcement Data and Knowledge. Commun. ACM,
46 (1): 28-34. ACM New Yark, NY, USA. DOL 10,1145/
602421.602441 . http: /portal acm. org/citation. cfim ?id=
602421.60244.

Clarke, R., 1995. Situational Crime Prevention. In: Tonry,
M. and D. Farrington (Eds.). Crime and Justice: A
Review of Research, University of Chicago Press,
Chicago, 1L, 19: 91-150.

Cohen, I.. and M. Felson, 1979. Social change and crime
rate trends: A routine activity approach. Am. Sociol.
Rev., 44 (4). 588-608. American Sociological
Association.  http:/Awrww jstor.org/stable/20945897?
cookieSet=1.

Cohen, L. and M. Felson, 1980. Human ecology and
crime: A routine activity approach. Human Ecol.,
8 (4): 389-406. DOL: 10.1007/BF01561001. http:/fwww.
nejrs.gov/App/Publications/abstract. aspx 7ID=85600.

Derek, B.C. andR.V. Clarke, 1986. The reasomng criminal:
Rational choice perspectives on offending (research
m criminology). Springer-Verlag, New York, pp: 1-16.
ISBN: 3-540-96272-7.

Gail, K., K. Henry and T. Ressler, 2006. Geo World
Magazine, pp: 30-33.

Greenberg, D.F., 2001. Time series analysis of crime
rates. J. Quantit. Criminol., 17 (4): 291-327. Springer
Netherlands. DOL: 10.1023/A:1012507119569. http://
www.springerlink.com/content/ml61 132747481853/

from

522

Grubesic, T.H. and E.A. Mack, 2008. Spatio-Temporal
Interaction of Urban Crime. J. Quantitat. Criminol.,
24 (3): 285-306. DOIL: 10.1007/510940-008-9047-5.
http:/Awrww.springerlink. com/content/0224k4057046
4676.

Gonzales, A R., RB. Schofield and S V. Hart, 2005.
Mapping Crime: Understanding Hot Spots. US.
Department of Justice. http:/www.ncjrs.gov/pdffiles
1/nij/209393 pdf.

Hamilton, H.J., R.J. Hildermman and N. Cercone, 1996.
Attribute-oriented  Induction  Using  Domain
Generalization Graphs. In: 8th IEEE International
Conference on Tools with Artificial Intelligence,
Toulouse, France, pp: 246-253. DOT: 10.1109/TAT.
1996.560458. ISBN: 0-8186-7686-7. hitp: /1eeexplore.
ieee.org/xpls/abs_all jsparnumber=560458.

Hamilton, H.J. and R.J. Hilderman, 2001. Knowledge
Discovery and Measures of Interest. Kluwer
Academic Publishers-Springer. 1st Edn. Norwell, MA,
USA, pp: 25-34. [SBN: 0752375076,

Henry, L.M. and B.A. Bryan, 2000. Visualising the
spatio-temporal patterns of motor vehicle theft in
Adelaide, South Australia. The conference of Crime
Mapping: Adding Value to Crime Prevention and
Control. Australian Mineral Foundation, Adelaide,
pp: 21-22.
mapping/henry. pdf.

Tacob, B.A. and L. Lefgren, 2003. Are Idle Hands the
Devil's Workshop? Incapacitation, Concentration and
Tuvenile Crime. Am. Econ. Rev., 93: 1560-1577.
http://papers.ssm.com/sol3/papers.cfm?abstract id=
3985564,

Leong, K., I. L1, S. Chanand V. Ng, 2008. Dynamic Pattern

Analysis cooperative

prevention. The 12th International Conference on

CSCW in Design, Xi'an, China, pp: 1053-1058.

DOT:10.1109/CSCWD.2008.4537125.1SBN: 978-1-424

4-1650-9. http://ieeexplore.icee.org/xpl/ireeabs all jsp

Parmumber=4537125.

Y., N. Peng., X.5. Wang and S. Jajodia, 2003.

Discovering Calendar-based Temporal Association

Rules. Special issue: Temporal representation and

reasomng, Elsevier Science Publishers B.V.

Amsterdam. The Netherlands, pp: 193-218. DOL: 10.

1016/30169-023X(02)00135-0. hitp://portal.acm. org/

citation.cfim?1d=639270.

Loukaitou, S.A., 1999. Hotspots of bus stop crime: The
mmportance of environmental attributes. J. Am. Plann.
Assoc.,65(4):395-411. DOL: 10.1080/01 94436990897
6070. http://www.uctc.net/papers/384.pdf.

http://www.aic.gov.aw/conferences/

Framework for crime

>



Asian J. Inform. Technol., 7 (12): 516-523, 2008

Ng, V., 8. Chan, D. Lau and M.Y. Cheung, 2007.
Tncremental mining for temporal association rules for
crime pattern discoveries ACM International
Conference Proceeding Series; Vol. 242, Proceedings
of the 18th Conference on Australasian database:
Conferences in Research and Practice in Information
Technology. Ballarat, Victoria, Australia, 63: 123-132.
http: /portal.acm.org/citation.cfm ?id=1273744.

Ratcliffe, TH., 2002. Aoristic Signatures and the
Spatio-Temporal Analysis of High Velume Crime
Patterns. J. Quantit. Criminol, 18 (1) 23-43.
DOI:10.1023/A:101 3240828824, hitp: //www.springer
link com/content/1134474370856317/.

Ratcliffe, I H., 2004. The Hotspot Matrix: A Framework for
the Spatio-Temporal Targeting of Crime Reduction.
Police  Practice and Research, 5, Number 1.
Routledge, Part of the Taylor and Francis Group,
5-23 (19). http://www.ingentaconnect.com/content/
routledg/gppr/2004/00000005/00000001 /artO0002,

Siegel, L.J., 2006. Criminology: Theories, Patterns and
Typologies. Wadsworth Pub. Co, pp: 357. ISBN: 10-
049500572,

Skogan, W.G., 1990. Disorder and Decline: Crime and the
Spiral of Decay in American Neighborhoods. 1st Edn.
University of Califorrnia  Press, Los Angeles,
pp: 21-50. ISBN: 0-520-07693-1.

Sorensen, D., 2004. Temporal Patterns of Danish
Residential Burglary (by month, by week and hour
of day). Denmark’s Ministry of Justice. Published
online.  http://www justitsministeriet. dk/fileadmin/
downloads/Forskning og dokumentation/Tempor
al Patterns of Damsh Residential Burglary.pdf.

523

Tobler, W., 1970. A computer movie simulating urban
growth in the Detroit region. Econom. Geography,
PP 234-240. http://www.geog.ucsb.edu/~tobler/pub
lications/pdf docs/geog_analysis/ComputerMovie.
pdf.

Wang, W., J. Yang and R. Muntz, 2001. TAR: Temporal
Association Rules on Evolving Numerical Attributes.
In. 17th IEEE. Int. Conf Data Engineering.
Heidelberg, Germany, pp: 283-292. DOL: 10.1109/1CDE.
2001.914839. http: /1eeexplore.ieee.org/Xplore/login.
JspTurl=/1e15/7304/1 9758/00914839 pdf?armumber=91
4839,

Kue, Y. and D.E. Brown, 2003. A Decision Model for
Spatial Site Selection by Criminals: A foundation for
law enforcement decision support. IEEE. Trans.
System Man and Cybernetics, Part C: Applications
and Rev., 33 (1): 78-85. DOL 10.110%/TSMCC.
2003.809867 http://ieeexplore.ieee.org/Xplore/login.j
sp?url=/stamp/stamp.jsp arnumber=01193063.

Yan, Y.Y., 2004, Seasonality of Property Crime in Hong
Kong. Br. I. Criminol., 44 (2): 276-283. http://papers.
ssrn.com/sol3/papers.cfm?abstract_1d=1160521.

Yao, X., 2003. Research issues in spatio-temporal data
mining. White paper submitted to the University
Consortium for Geographic Information Science
workshop Visualization and

on Geospatial

Knowledge Discovery, Lansdowne,
pp: 18-20. hitp:/Awww .ucgis.org/Visualization/white

papers/Yao-KDVIS2003. pdf.

Virgima,



