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Abstract: Web information s scaling more than exponentially with time. How to acquire mformation

efficiently by personal search engine 1s staring us m our faces. Personal preference can not be easily described
but can be learned quickly from the examples. Although PCC (pairwise classification clustering) is a powerful
tool for learning the examples, but transitive dependences dwarf it. In this paper, we introduce clustering with
SVM and define semantic cosine similarity based ontology to solve this problem. Experiments proof that it is

efficient and powerful.
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INTRODUCTION

How to get information by your preference is an
important thing because too much information is on the
web. For example, a person wants to get news either by
topic, or author, or by language, etc. However, the current
information acquisition research, which includes the
SVM-decision tree and unsupervised clustering based
SVM, can not satisfy tlis requirement. Of course,
supervised clustering 1s the best way to tackle the
problem, but it may not produce desirable clustering
without additional information by the user. What we can
do1s to adjust algorithm or sumilarity measure. Compared
with the adjusting algorithm, modifying the sumilarity
measure has some intuitive appeal. Unfortunately, a
person often can not easily specify the similarity measure
but can give some example. So to learn the sumilarity
measure for clustering is a wise choice.

The common way is to use a binary classifier (PCC).
Take all pairs of items in all training sets and describe
each pair in terms a feature vector. Let positive examples
be the same class and negative examples be the different.
When a new set of items is run though the classifier,
whether a pair should or should not be in the same class
can be decided by the output value (positive or negative).
But the approach assumes that all the pairs are 1.1.d and
can not take advantages of dependencies between item
pairs. To overcome this kind of problem, some research
has employed heuristics to train the classifier. However,
this approach 1s built with expert domain knowledge and
is not applicable to other tasks. To avoid this problem,
some researchers have adopt CRFs(Conditional Random
Fields), which uses a variety of clustering functions and

does not require the mdependence of attributes, but can
not optimize the clusters with respect to loss function.
Our supervised clustering with SVM is closely to this,
except ours is motivated by a maximum margin approach
rather CRFs.

Supervised Learning and Support Vector Machines:
Given some examples we wish to predict certain
properties, mn the case where there are available a set of
examples whose properties have already been
characterized the task is to learn the relationship between
the two. One common early approach was to present the
examples m turn to a learner. The learner makes a
prediction of the property of interest, the correct answer
is presented and the learner adjusts its hypothesis
accordingly. This 1s known as learning with a teacher, or
supervised learming.

In this method, we want to find the approach to get
the desirable clustering by the complete clustering of the
example WebPages.

The leaming algorithm receives a set S of n traming
examples (x;, vi), ..., (%, v)eX*Y, all drawn from a
distribution P(X, Y ). X is the set of all possible sets of
items and Y is the set of all possible clusterings
(partitiomings) of these sets. For any (x, y),
X = {x, X5 .., Xot 18 a set of m WebPages. And
V=4V Vo - Vo with y;, 7 x is the partitioning of x into ¢
clusters. The goal is to leamn a clustering function h that
can accurately cluster new WebPages.

h: X-Y 1)

Given a loss function that compares two clusterings
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A XxY-R, 2)

the tramming error for a clustering function h on an example

(x, y) 1s Ath(x). y).

The goal is to find h to minimize risk

Brr, (h) = | A(hG.y)dPCcy)

XY

3)

So the goal is consistent with the SVM and we can
introduce it into the clustering.

The Support Vector Machine (SVM), 1s a tramning
algorithm for learmng classification and regression rules
from data, for example the SVM can be used to learn
polynomial, Radial Basis Function (RBF) and Multi-layer
Perception (MLP) classifiers. SVMs are based on the
structural risk mimmization principle, closely related to
regularization theory. This principle incorporates capacity
control to prevent over-fitting and thus is a partial
solution to the bias-variance trade-off dilemma. The
standard SVM 1s 2 outputs, but our clustering is a multi
outputs. The SVMs,, is suitable for it. Before introduce
it, we describe the clustering index-semantic cosine
similarity for the clustering and its models.

Semantic cosine similarity: Cosine similarity and Vector
space model (TFIDF) are often employed as the indexes
for clustering. But they ignore the semantic relation of key
words. Now we present a novel method named semantic
cosine similarity (SCS) based on ontology.

Step 1: We Setup the specific knowledge domain with
knowledge categorization.

The knowledge domain is task-oriented and can

be modeled by a task-oriented ontology. There exist
standard domain vocabulanes that are familiar to the major
classes. Fragmented exemplar of task-oriented ontology
is as fellows:
Step 2: Identify m x; (the ith news article) the
occurrences of the concept nodes x,
(p-numbered concept node of the task oriented
ontology; X,-the pth node encounters in the
news article x1). Translate x1 with the approach of
semantic imposition inte a term vector

X (Xnu Kiia Xiy ----Xm)

For a given task-oriented ontology, assume there
are m nodes eg., 20 nodes (Fig. 1.) Therefore, any
news document (x;) 18 to be represented as a sized-20
vector of. This vector is imtialized with a vector of zeros.
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The value of is increased by 1 when encountering an
existence of the p-numbered concept node in the news
document. For instance, the term vector of a news
document (contaimng only node 20) unfolds as
(0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1). When imposing the
semantic (implied by the ontology) into a vector, all of the
parent nodes of 1-valued are accounted as existence and
thus their values are mcreased by 1 as well, unfolding a
vector of more nonzero terms. Using the last example of
document of node 20, the resulting vector becomes
(0,0,0,1,0,0,0,1,0,0,0,1,0,0,0,0,1,0,1,1) as the parent nodes
of node 20 mclude node 4, 8,12, 17,19, 20. Afterward,
we name this method of imposing semantic as the
semantic imposition. Term value for the p-numbered
concept, the number 1s
sum =X, 'g; *S, (4

X, anumber resulting from the appreoach of semantic
imposition (applied to the document x;) for the
p-numbered concept node of the task oriented ontology.

g,=1Lp=0.1:2; ...m

522 (8

Normalization component

Step 3:  Repeat Step 2) until all of the input documents
are translated.
Step 4 Compute the similarity value between and two

term vectors (x,, x,) with the measure of cosine

similarity: @(x,,x,) =x, *x, /1%, [l *I|%, | ©)
Step 5:  Repeat Step 3) until the similarity values of all
the pairs of documents are calculated.

Model: Tn this supervised clustering method, we hold the
clustering algorithm constant and modify the smmilarity
measure so that the clustering algorithm produces
desirable clustering

Each article has 3 Semantic cosine vectors and each
stands for the similarity for the headline ,article text and
article text n quotations of the two article, The pairwise
feature vector ¢, for two articles x,, x;€x are the
3 semantic cosine similarities between these entities
corresponding vectors in x, and x,, plus one feature which
1s always the constant

Define Sim,-similarity measure, maps pairs of items to
a real number, which indicate how similar the pair is
positive values indicate the pair 1s alike, negative values,

unlike.
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Fig. 1: Fragmented exepler of task-oriented ontology

Define: ®(x,, x,) =@, ,£x,, x,6X they are a pair.
Define: W-weight parameters vector

Sim,, (x;, %) = WO, , (7
Rules: the correlation clustering of a set of items X 1s the
clustering Y maximizing the sum of similarities for item
pairs in the same cluster.

argmax > > Simy, (x,X,) ®)
T veY x, %37
—argmax > > Wio(x,X,), %)
¥ ye¥ ¥, %€y
:argmaXWT(z Z ¢(X13X2)) (10)
Y ve¥x, ¥y

Algorithm for clustering with SVM: The SVMs,
satisfies the below:

1 - .
%?Euwuuc;; st. vizgzo (D
Vi,vyeY\y:
WID(x,y,) > WDk, y)+ A, ), (12)

Expression (11) 18 typical SVM quadratic objective
and slack constraints.

Expression (12) expresses the set of constramts that
allow us to learn the desired hypothesis.

Where lack norm 1s 1. Loss acts as the Margm.

A(Y.y) :Loss between a true cluster y and a predicted

s
o1& y
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Where, we chose A = 100(W/T). T is the total number of
pair of item in the set partitioned by yand ¥. W is the
total number of a pairs. Where y and)ﬂg disagree about
their cluster membership.
WTd(x,y) is the correlation clustering objective.

SVM finds the vector W to make W'®(x,y) is max for
the correct y.
For

S50 Ersih)= L 3T AGysh(x ) < -3 E,
> ) »

i=1
upper bounds the training loss.

Input: (x;,y)). .. (X ¥a). C. &
S=1..n)-,w,E-0

Repeat

feri=1,....n

Hy) = Aly,y)»- W',y W O(x.y)

Compute ;z:arg maxH(y)// find the most viclated

constraint

compute & = max {0, max(H(y) }
b=

ve¥

if H(;\/) »>E+e then /fviolated by more than €
S,-Su{¥ ¥//add constraint to working set

we optimize primal over S

end if

end for

Until no S; has changed during iteration

By solving ,

y =argmaxH(y)
yet
the algorithm finds the
clustering y associated with the most violated constraints
for (x, y,). Since H is the minimum necessary

slack y for under the current We

if H(y) >E+e, the constraint is violated by more than €, so
we infroduce the constraint and re-optimize. The algorithm
repeats this process until no new constraints are
introducedeo

EXPERIMENTS

SVM cluste r versus PCC: Parameters: C=1, e=0.010
Computer: CPU-Pentium4 2.0GHz/memory-1GB/video
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Table 1: Results for No transitive dependences news articles

Sport news Political news Economical news
Approach precision CPU consuming precision CPU consuming precision CPU consuming
PCC 98.60°% 130 Min. 89.48% 145 Min. 89.60% 140 Min.
SWVM clustering 96.53% 135 Min. 91.97% 150 Min. 92.91% 143 Min.

Table 2: Results for transitive dependences news articles

Sport news Political news Economical news
Approach precigion CPU consuming precigion CPU consuming precision CPU consuming
PCC 78.64% 133 Min. 69.33% 142 Min. 62.61% 136 Min.
SVM clustering 95.53% 140 Min. 90.97% 150 Min. 90.48% 158 Min.

card-GeForce6600G T/ hard disk-80GB.The news article
clustering data set is a new data set we derived by
trawling DMRESEARCH News. DMRESEARCH News
itself works by clustering news articles, but presumably
their clustering method 1s sufficiently sophisticated that
teaching an unsophisticated clustering method how to
cluster in the same fashion is interesting. For each day for
30 days, at most 10 topics from the sports politics
economics category were selected and from each topic at
most 15 articles were selected. The topics form our true
reference clusters. We have various simple heuristics for
extracting the article text, quoted article text, headline and
title. The first 15 days are the traiming set and the last 15
days are the test set.

From Tablel and Table 2 ,we can see that SVM
cluster is more effective than the PCC approach when the
data contams transitive Supervised Clustering with
Support Vector Machines and that both methods perform
comparably when not. We also can see that the sport
news can be easily classified than the others because the
sport news terms have less different meanings than those

of the others.

Efficiency of SVM cluster: Of all the reported
experiments, the tme that SVMcluster took to converge
was between? and 3 hours, while the PCC used less times.

CONCLUSION

We formulated a supervised clustering method SVM
cluster based on an SVM framework for learning
structured outputs. The algorithm accepts a series of
training clusters, a series of sets of items and clusterings
over that set. The method learns a similarity measure
between item pairs to cluster future sets of items in the
same fashion as the ftraining clusters. Supervised
Clustering with Support Vector Machines The learming
algorithm’s
iteratively find and introduce the most violated constraint.

correctness depends on an ability to
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Overall, it suggests that SVM cluster 1s more effective
than the nave PCC approach when the data contains
transitive Supervised Clustering with Support Vector
Machines and that both methods perform comparably
when not.
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